Modeling River Discharge Using Automated River Width Measurements Derived from Sentinel-1 Time Series
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Abstract: Against the background of a worldwide decrease in the number of gauging stations, the estimation of river discharge using spaceborne data is crucial for hydrological research, river monitoring, and water resource management. Based on the at-many-stations hydraulic geometry (AMHG) concept, a novel approach is introduced for estimating river discharge using Sentinel-1 time series within an automated workflow. By using a novel decile thresholding method, no a priori knowledge of the AMHG function or proxy is used, as proposed in previous literature. With a relative root mean square error (RRMSE) of 19.5% for the whole period and a RRMSE of 15.8% considering only dry seasons, our method is a significant improvement relative to the optimized AMHG method, achieving 38.5% and 34.5%, respectively. As the novel approach is embedded into an automated workflow, it enables a global application for river discharge estimation using solely remote sensing data. Starting with the mapping of river reaches, which have large differences in river width over the year, continuous river width time series are created using high-resolution and weather-independent SAR imaging. It is applied on a 28 km long section of the Mekong River near Vientiane, Laos, for the period from 2015 to 2018.
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1. Introduction

The majority of today’s global population lives in close proximity to a river, as they are a crucial resource for fresh water, agriculture, or industrial development, as well as being the source of religious and cultural values [1–4]. Although the majority of people are directly or indirectly affected by rivers, most river basins are poorly monitored or lack any hydrological information [5]. Moreover, the number of gauging stations has decreased in the past on a global scale, which is particularly severe in front of hydrological regimes that have changed considerably in recent years or will do so in the future as a result of climate change [6,7]. In this regard, new ways and technologies need to be found and applied for measuring hydrological parameters [8]. Here, with the growing number of earth observation satellites and their temporal and spatial resolution continuously improving, spaceborne sensors can be used to address this situation on a global scale.
As discharge is one of the most important characteristics of a river basin, many concepts 
for estimating discharge using remote sensing data have already been developed and applied. 
One basic concept is using satellite-derived information as input data for hydrological models [9–13]. 
Laiolo et al. [10] analyzed the impact of different remotely sensed soil moisture data on the discharge 
simulation of their distributed hydrological model, and Li et al. [13] used remotely sensed soil moisture 
to improve their hydrological model calibration. Using multiple earth-observation data sources, 
Stisen et al. [9] proposed a distributed hydrological model, driven solely by remote sensing data. 
Another way is to obtain hydraulic river parameters (e.g., river width, slope and stage) from satellite 
images in order to estimate the discharge [14–20]. Using TOPEX/Poseidon altimetry, Kouarev et al. [21] 
estimated discharge using rating curves based on in situ discharge and river level measured in 
their study region. Birkinshaw et al. [16] used ENVISAT and ERS-2 altimetry data to improve 
the discharge estimation of an ungauged river site, using available in situ data at a 200 km away 
river. Birkinshaw et al. [22] proposed a method using ENVISAT, ERS-2, and Landsat for river level, 
l longitudinal channel slope, and width measurements for estimating river discharge based on the 
Manning equation, using solely one in situ reference discharge for the unknown bathymetric depth. 
By repeatedly measuring river width from satellite images, Gleason and Smith [18] presented an 
approach estimating discharge based on at-a-station hydraulic geometry (AHG) by Leopold and 
Maddock [23]. Here, the river discharge can be related to the river width for a cross section using a 
power-law function, derived empirically from in situ observations [18]. For river cross sections within 
a mass-conserved river reach, the coefficients of this function can be in turn described by a log-linear 
function. This so called at-many-stations hydraulic geometry (AMHG) relationship can be used to 
estimate the river discharge from repeated measurements of the river width by minimizing simulated 
estimated discharge between the river cross sections [1]. The method was tested for multiple rivers 
with up to 20 Landsat-5 TM images with RRMSE ranging between 20% to 30% and they proposed to 
use a proxy of −0.3 for the slope and −0.3 times the mean of all observed river widths as the intercept 
for the AMHG function to estimate the discharge without using any in situ data [18,24]. 

With the upcoming satellite mission Surface Water and Ocean Topography (SWOT), scheduled 
for September 2021, simultaneous measurements of river level, channel slope, and width will become 
available for rivers wider than 100 m, taking remotely sensed discharge estimation a great step 
further [25]. Still, as the SWOT mission has a repeat cycle of 21 days, the temporal coverage will not be 
suitable for daily discharge estimation or monitoring at local sites [19]. Here, additional satellite missions 
should be considered to fill this gap. In preparation for this mission, Durand et al. analyzed the AMHG 
discharge estimation method as well as four methods (Garambois and Monier, Metropolis Manning, 
Mean Flow and Geomorphology, and Mean Flow and Constant Roughness) based on the Manning flow 
resistance equation by using 365 synthetical generated measurements [19]. As a result, no method was 
considered to be the best approach, as they all showed mixed performance. Nevertheless, the AMHG 
method showed a significantly lower error as in previous studies, with RRMSE between 11% and 176%, 
due to the increased number of observations, which leads the proposed proxy to generate incorrect 
AHG relationships [19]. The AMHG method furthermore has its greatest deviations in the discharge 
estimation during the rainy season [26]. This is especially true for the estimation of flood peaks with 
overbank-flows and floodplain inundation, as other hydraulic conditions apply [19,27]. In summary, 
the AMHG method proposed in Gleason and Wang [24] to calculate discharge solely from remote 
sensing river width measurements has great potential to improve both the estimation of discharge 
in the rainy season and to overcome the deterioration in performance caused by a large number 
of measurements.

In this study, a novel approach for estimating river discharge is applied using river width 
measurements derived from Sentinel-1A and 1B time series, improving the AMHG discharge estimation 
method of Gleason and Wang [24], without using any a priori information or proxy assumptions on 
the AMHG function. The key element of our approach is a decile thresholding method, which groups 
the estimated discharge values into discharge time series related to specific discharge ranges. In a
next step, the so-called decile discharge simulations are stacked, using variable thresholds, to filter out discharge values from over- or underestimating simulations. By using Sentinel-1 SAR data, a cloud- and weather-independent measurement of continuous river widths is possible, which is necessary to create a coherent time series. This spaceborne radar data differ from optical satellite data, which, especially in tropical and subtropical areas, do not allow coherent observations due to the heavy cloud cover during the rainy season. To enable a global application of this spaceborne discharge estimation, the decile thresholding method is embedded into an automated workflow, incorporating well established processing steps as well as novel steps, using the Google Earth Engine (GEE) platform [28], and programs written in the Interactive Data Language (IDL) and R programming languages. We propose an applicable, step-by-step processing approach, which holds the potential for global application as well as making a contribution to the upcoming SWOT mission. The study was carried out on a 28 km river reach of the Mekong River near the capital city of Laos, Vientiane, for the period 2015 to 2018.

2. Study Area

Starting on the Tibetan Plateau at 5200 m above sea level, the Mekong River flows about 4800 km southeast into the South China Sea, crossing China, Myanmar, Laos, Thailand, Cambodia, and Vietnam. With a total area of 795,000 km$^2$, the Mekong River Basin has a mean annual runoff of over 475 billion cubic meters, with up to 85% of it occurring in the wet season between June and November [29,30]. The hydrological regime is mainly dominated by the southwest monsoon during May to September and to a smaller proportion by the northeast monsoon from November to February, resulting in a regular single flood peak pattern [31].

The basin can be divided into three main regions, the upper basin, the lower basin, and the delta region. Ranging from its source in Qinghai Province in China to the tri-border corner of Myanmar, Laos, and Thailand, 24% of the total basin area, the Upper Mekong Basin is characterized by its deep gorges and small tributary catchments. Due to the high altitude and snow melt in the headwater region, the Upper Mekong River Basin provides more than 75% of the rivers low-flow as well as more than 50% of the peak flow of the upper part of the downstream Lower Mekong River Basin [29]. The hydrological regime in the lower part of the Lower Mekong Basin is mainly influenced by the left-bank tributaries in Laos. The Lower Mekong Basin, which reaches as far as Phnom Penh, has less steep slopes and the Mekong riverbed is generally wider here and often shows braided river segments during the low-flow period [29,31]. The Mekong Delta region is mainly dominated by artificial canals and dykes, which make the floodplains usable for the cultivation of rice, vegetables, and shrimp. Although the hydrological regime of the Mekong is strongly influenced by both the upstream discharge as well as the tidal interactions with the South China Sea, the inundation of floodplains is mostly cut-off from its natural pattern due to sluice management practices [32].

A 28 km long river section located in the Lower Mekong River Basin, 70 km west of Laos’ capital city Vientiane, was selected for estimating the discharge in this study (Figure 1). This area was chosen because the river shows a great variety in width within this section throughout the year and because it is in closer proximity to a discharge station compared to similar sites. During the dry season, the riverbed has a braided character, with a perennial main channel and several intermittent side channels, partly cut off by islands and vegetation as observed using optical satellite images. During the wet season, the riverbed is completely inundated. Throughout the year, the Mekong River shows a highly dynamic flood pattern at this location with an average width of around 500 m during the dry season and around 700 m during the wet season. In this regard, Sentinel-1 image data with its 10 m pixel spacing is capable of detecting even slight river width changes. The average widths are calculated using RivWidth_v04 software tool from Pavelsky and Smith applied on water masks derived from Sentinel-1 SAR images and the Otsu thresholding method [33,34]. The drainage area of this river location is around 4815 km$^2$, the mean annual discharge is around 4500 m$^3$/s, based on the values of the nearest gauging station, and the slope along the river section is ~0.05%. Along the selected river section there are no major in-
or outflows, fulfilling the criteria of mass-conservancy required for the applied method. The nearest in situ measuring station we had access to is located about 100 km downstream in Vientiane and is used for validation data.

![Figure 1](image1.png)

**Figure 1.** Location and overview of the Mekong River Basin (left) and the study area (right), with example river masks for each quarter. The tributary rivers are shown up to Strahler stream order 5.

3. Materials and Methods

3.1. Data

3.1.1. In Situ Gauging Station

In situ data on daily river level and discharge at the measuring station LA 011901 (17°57’26.0”N, 102°36’4.0”E) in Vientiane was kindly provided by the Mekong River Commission (MRC) and used for validation purposes. The river level data covers the period from January 1965 to December 2018, the discharge data the period from January 1913 to December 2006 (Figure 2). As the in situ discharge data is not covering the Sentinel-1 time period, it is extended until 2018 by correlating it with the water level data.

![Data Time Coverage](image2.png)

**Figure 2.** Temporal overview of the respective data sets.
3.1.2. The Joint Research Center Global Surface Water Dataset

The Joint Research Center (JRC) Global Surface Water (GSW) dataset provides information on the temporal and spatial extent of open surface water bodies between March 1984 and October 2015 (can be accessed under https://global-surface-water.appspot.com/download). Covering 99.95% of the Earth’s land surface, the JRC GSW dataset consists of 380 classified raster images, which provide monthly data on water coverage of land surface with a spatial resolution of 30 m [35]. For this purpose, each pixel within the time series data of the Landsat archive (Landsat 5, 7, and 8 Level 1T) were classified either as open water, land or non-valid observation, using an expert system classifier. It is based on a procedural sequential decision tree, using both the multispectral and temporal information of the Landsat time series.

In this study, the water seasonality layer of the JRC GSW data set is used, which describes each year’s interannual water coverage and indicates the number of months water was present in each pixel. The year between October 2014 and October 2015 was used as it is given as an example data layer within the JRC GSW dataset, accessible via the GEE. Gaps in the observation period (e.g., due to heavy cloud cover during the wet seasons) are compensated by an estimation of potential permanent surface water. For this purpose, all pixels ever classified as permanent (12 months water coverage) during the entire observation period of 32 years are used and combined with those from the specific year [35].

3.1.3. Sentinel-1 SAR Time Series Data

A total of 318 scenes of Sentinel-1A and Sentinel-1B dual-polarized (VV + VH) data in Interferometric Wide-Swath Mode (IW) and Ground Range Detected High Resolution (GRDH) format [36] for the period from January 2015 to December 2018 were selected (Figure 3). Using Terrain Observation with Progressive Scans SAR (TOPSAR), the standard mode IW captures three sub-swaths, combining it into a 250 km swath with a spatial resolution of 5 m by 20 m. The GRDH products are resampled into a 10 m by 10 m pixel spacing. The earth observation data was retrieved from the GEE web platform [37], which provides already preprocessed Sentinel-1 imagery undertaken by the Sentinel-1 Toolbox SNAP [38]. The processing includes thermal noise removal, radiometric calibration, terrain correction using Shuttle Radar Topography Mission (SRTM) Version 3.0 Global 1 arc second dataset (SRTMGL1), and converting backscatter values to decibels (dB) using log scaling [28].

Figure 3. Number of Sentinel-1 images covering the study area for the period from January 2015 to December 2018.

Following the same orbital plane, the satellite pair of Sentinel-1 A and Sentinel-1 B are mapping the Earth’s surface using a synthetic aperture radar instrument with a frequency of 5.4 GHz (C-band).
Launched in April 2014 and April 2016, the Sentinel-1 satellites have a revisit time of 12 days each, combined 6 days, and assure a continuous image recording under all weather and illumination conditions [39,40]. With the upcoming launches of the two additional satellites Sentinel-1 C and Sentinel-1 D, they provide a temporal and spatial high-resolution time series for globally mapping and monitoring rivers. Compared to optical images, the use of SAR images is particularly advantageous here, as they enable cloud and weather-independent Earth observation. Especially in tropical and subtropical areas, this allows the creation of a continuous time series as well, as these regions can be monitored constantly, which is not feasible using optical images as heavy cloud cover during the rainy season causes very large time gaps.

3.2. Methods

3.2.1. Mapping Highly Dynamic River Segments

Highly dynamic river regions, where a change in discharge is strongly related to a change in the river width, needed to be identified along the Mekong River. In this regard, a systematic analysis of the temporal and spatial riverbed inundation dynamics was performed using the seasonality layer of the JRC Global Water data set. The seasonality percentage was computed for given river segments by calculating the ratio between the number of pixels with less than 12 months water coverage and the number of all pixels. River segments with a high percentage are more dynamic with respect to their spatial inundation pattern and their river widths react more sensitively to changes in discharge. These regions, referred to as highly dynamic river regions, have a significant difference between the river width during low flow conditions compared to the river width during peak flow conditions, and are therefore more suitable as study areas than river segments with a low seasonality percentage. The analysis was carried out on multiple scales, calculating the seasonality percentage for river segments with a length of 100 km, 50 km, 25 km, 10 km, and 5 km, respectively.

The analysis contains multiple data processing steps, starting by clipping the JRC GSW seasonality raster to the Mekong River region, using a buffered shapefile of the river courses within the GEE. The raster was vectorized and the river channel polygon was selected by its size, which denotes the largest. Due to the small river size in the upstream regions, parts of the river are not represented continuously in the seasonality raster. Missing river parts were therefore added manually and adjacent tributary rivers, inundation areas and artifacts were filtered out.

To create river segments of equal length, a rough centerline vector is created. Orthogonals are calculated in the respective distance for subdividing the channel polygon by using simple trigonometry, based on the method of Pavelsky and Smith [34].

As the width of the river channel polygon is varying along the river course, the length of the transects needs to be variable. Therefore, an algorithm is used, which selects the last intersection of each transect with the river polygon on both sides of the centerline and sets it as the transect’s length. Especially in multichannel river regions, this method is necessary for obtaining a correct segmentation (Figure 4). As shown in Figure 5, most of the highly dynamic river regions are located in the Upper Mekong River Basin as well as the upper part of the Lower Mekong River Basin.

3.2.2. Correlation of Discharge and Water Level Data

The in situ measured discharge data covers a period from January 1913 to December 2006 and therefore does not cover the period of the Sentinel-1 data, which is available since September 2014 (Figure 2). For this reason, the in situ measured data was extended by correlating it with the water level data, which is available until end of 2018 and matches the period of the SAR time series data. The correlation was performed with data from 1965 to 2001 using a third-degree polynomial function with $r^2 = 0.9797$. 
For validation purposes, discharge data is generated from the water level measurements using the fitted third degree polynomial function for the period 2002 to 2006 and compared to the in situ measured discharge values (Figures 6 and 7). A modest overestimation of discharge occurs during the flood season, mostly in the months of July, August, October, and November. With an average overestimation of ~360 m³/s, the deviation is around 4.7% of the mean discharge within these months. The deviation for the dry season months is lower, at around 60 m³/s, or 3.1% of the mean discharge of the months.

Using the fitted third degree polynomial function, referred to as $x^3$, the discharge for the period from 2015 to 2018 was calculated based on the related water level data. As shown in Figure 8, the river has a distinct flood pulse pattern during the wet season at this location. The maximum flood-peak related discharge is observed in August 2018 with 18,676 m³/s. The minimum low-flow discharge is in February 2016 with 1346 m³/s. The mean discharge is 4558 m³/s.

3.2.3. At-Many-Stations Hydraulic Geometry

The method used in this study to calculate the flow rate from river width measurements is based on the studies of at-many-stations hydraulic geometry (AMHG) of Gleason and Smith [18]. Starting with the studies of hydraulic geometry by Leopold and Maddock [23], river width ($w$), is related to discharge ($Q$) by the power-law functions:

$$w = aQ^b$$  \hspace{1cm} (1)

where the parameters $a$ and $b$ are derived empirically through in situ measurements of both river discharge and river width. Using the so-called rating curve method, a power-law function is fitted to the correlated measurement data and the respective coefficients are obtained [41]. This relationship, known as at-a-station hydraulic geometry (AHG), is considered to be site-specific and unstable over time, as it is mainly influenced by geomorphological characteristics of the river bed [42]. By plotting coefficient pairs from various spatially distributed cross sections along a river, Gleason and Smith [18] revealed that the coefficients are not randomly distributed and rather follow a log-linear relationship, the so called at-many-stations hydraulic geometry (AMHG). Although this relationship is a consequence of imposing power law functions for AHG at cross sections, which intersect near the same values of discharge and width, it can be used for estimating discharge through repeated river width measurements within a mass-conserved river reach [24].
Figure 5. Percentage of seasonal water pixels within the river course for 25 km/5 km river segments. High seasonal percentages indicate river segments with a high water coverage variability during the year. Source: EC JRC/Google.
other processing steps, in particular the discharge estimation, are done in the programming language R using RStudio.

The workflow for estimating discharge from river width measurements for a selected river reach can be divided into three main parts: (1) Preprocessing Sentinel-1 SAR data, (2) river width measurements, and (3) the actual discharge estimation (Figure 9). Most of the preprocessing work is done within the GEE, allowing cloud-based geospatial analysis of satellite data and CPU-intensive operation in a considerably shorter time and downloading only the required output information for further analysis. The consecutive river width measurements are mainly accomplished by using the RivWidth_v04 software tool from Pavelsky and Smith [34] in the programming language IDL. All other processing steps, in particular the discharge estimation, are done in the programming language R using RStudio.
All available VH dual-polarized Sentinel-1A/1B IW-GRDH images acquired in descending mode and covering the study region were selected for further processing. For the period from 1 January 2015 to 31 December 2018, a total amount of 318 images were obtained. In a next step, the images were clipped to the buffered river polygon vector within the boundaries of the study area. It was important that the clipped Sentinel-1 image rasters contain a sufficient proportion of no-water pixels, as it increases the accuracy of the water classification afterwards.

**Spatial Filtering**

A denoising filter was used to reduce the speckle in the single-date SAR imagery and to improve the image quality (Figure 10). The main objective is to increase the separability between water and non-water pixels. In this study, a focal median filter with a kernel size of 15 x 15 pixels was applied to all Sentinel-1 SAR images, calculating for each pixel the median from all neighboring pixel values and rewriting it into the original pixel. Its rapid performance makes it suitable for cloud-processing large time series data sets as well as it better preserves the edges of objects, compared to the focal mean filter, which is of high interest for measuring river widths [43].

**Water Thresholding**

After noise reduction, the SAR images were classified into water and non-water classes by applying OTSU’s automatic image thresholding method. The method is considered best for surface water classification, based on the results of Ottinger et al. [44], which tested the thresholding methods (1) Isodata [45], (2) Li [46], (3) Yen [47], (4) Otsu [33], and (5) adaptive thresholding [48] using Sentinel-1 images. The method assumes that pixel values can be divided into two distinct classes by calculating a threshold value from its bimodal histogram that optimally separates both classes [33].
The software tool RivWidth_v04 was created for the continuous river width measurements of a river channel from raster images [34]. It is written in the ITT Visual Information Solution (ITTVIS) IDL programming language (downloaded at http://unsglobalhydrology.org/rivwidth/). The tool requires a binary water mask in ENVI format as an input file, where water pixels are classified with 1 and non-water pixels with 0. From this input file a water channel mask was calculated, differentiating between the river boundary and its surrounding [49]. As the Mekong River is braided within the study region, we set the software’s related parameter to 1.

The operation of the RivWidth software tool can be divided into two parts: (1) Derivation of the river centerline and (2) pixelwise calculation of the river width. For the derivation of the centerline, an algorithm based on the Marr–Hildreth technique [50] is used, calculating the shortest distance for every water pixel to non-water pixels [34]. In a next step, the obtained distance raster is convolved, using a bidirectional Laplacian filter, resulting in the final river centerline. The river width is calculated using orthogonal transects for every pixel with a predefined length. Along these transects, the Euclidean distance is measured between the two intersections of each transect with the first non-water pixel of the channel mask [34], which represent the left and right bank of the river. For braided river sections which contain multiple channels, the v04 version calculates multiple centerlines and river widths [49].

**River Segment Assignment and Mean**

As the centerline is calculated based on each water channel mask, it differs in length, shape and its start- and endpoint. For a continuous and comparable time series of the river width, the calculated river centerlines were assigned to a river channel polygon, which is divided into segments of 100 m length. For a total number of 280 segments (referring to the 28 km long river study area), the mean value of all centerlines for each segment is calculated. For river sections with more than one river channel, multiple separate centerlines are created. In these cases, the total width of the channel segment is the sum of the mean of both width vectors (Figure 11).

**River Segment Filtering**

As some Sentinel-1 scenes cover only parts of the study area (see Figure 3), the individual river segments have a different number of width measurements. Furthermore, the start- and endpoints of the centerlines calculated by the RivWidth software are not the same, which also leads to a different number of width measurements. In order to ensure that the different number of measurements does
not interfere with the subsequent optimization, only segments which exhibit an equal and comparable number of measurements were utilized for the subsequent analyses. For this reason, 65 segments were selected for the continuing steps, each containing a total of 272 width measurements.

Genetic Algorithm for Optimization

As the discharge within a mass-conserved river section is the same in all river segments, the created river width time series can be used to estimate the respective AHG parameters for each river segment. Using a genetic algorithm (GA), the parameters of each river segment are estimated by minimizing the difference in estimated discharge between all possible river segment pairs, formed by two of each of the 380 river segments [18]. The GA uses the concept of natural selection by optimizing the characteristics of a population based on their fitting to specific boundary conditions for multiple reproduction cycles. In this study, the basic unit of the GA is a gene, which contains a coefficient pair from a river segment (a – b). For a pair of river segments, their individual genes form a chromosome (a1 – b1 | a2 – b2). In an iterative process, only those chromosomes that have a smaller difference in the respective calculated discharge than the rest will be passed to the next generation. By crossing the selected chromosomes, random gene mutations and added fresh genes, the next generation is created and selected regarding their difference in discharge [18] (Figure 12).

As a first step, a gene pool is formed which contains 10,000 coefficient pairs between –2.3 <= log(a) <= 6.9 and 0 <= b <= 1. These limits were chosen, as they line up with the range of a and b parameters calculated for several rivers by Gleason and Wang [24]. In a next step, for each river segment, 10 genes are randomly drawn from the gene pool. Each gene is used to calculate a discharge time series from the associated river segment width time series. Based on the a priori knowledge of the discharge characteristics of the river region, the minimal allowed discharge is set to 500 m³/s and the maximal allowed discharge to 30,000 m³/s. If the discharge boundaries are not known from historic records, the minimum and maximum discharge ($Q_{min}, Q_{max}$) can be calculated by:

$$Q_{min} = w_{min} \times 0.5 \times m_{depth} \times 0.1 \frac{m}{s}$$  \hspace{1cm} (2)$$

$$Q_{max} = w_{max} \times 10 \times m_{depth} \times 5 \frac{m}{s}$$  \hspace{1cm} (3)$$

Figure 11. Two centerlines calculated from RivWidth tool based on the water mask. The assigned river width for a river segments with two centerlines is the sum of both.
with \( w_{\text{min}} \) and \( w_{\text{max}} \) as minimum and maximum observed river width [18]. If the minimum and/or the maximum discharge of a time series is not within the limits, a new gene is drawn from the gene pool and tested again until all 10 genes pass the filter for each river segment.

In the next step, 10 chromosomes are formed from these genes for every possible river segment pair and the corresponding difference in discharge is calculated. The chromosomes are ranked according to the smallest percentual discharge difference and the best chromosome is directly passed to the next generation. The other nine chromosomes are formed by selecting genes from the chromosomes by a probability based on their ranking. Here, the least fitting chromosome has a probability of 1/55; the best chromosome has a probability of 10/55. Furthermore, with a probability of 1%, a chromosome is randomly selected in every new generation and each gene is mutated by a random factor. This process is repeated for 20 generations and is done 20 times for each river segment pair, resulting in 200 fitted parameter pairs for each river segment. For each segment the mean value of the respectively 200 \( a \) and 200 \( b \) parameter is calculated, which are then used to calculate the discharge for each river segment from the related river width time series.

Figure 12. Schematic overview of the genetic algorithm. For a river segment pair, 10 AHG parameter pairs (genes) are randomly drawn from the gene pool. For each gene pair, the corresponding discharge time series are calculated and tested on their maximum and minimum value. If the maximum or minimum discharge criteria are not met, a new gene is drawn from the gene pool and tested. When all genes meet the criteria, the difference in discharge is calculated and ranked. The genes with the smallest difference are then assigned to the highest probability (10/55) to get drawn for the next generation of gene pairs, the ones with the greatest difference to the lowest probability (1/55). Furthermore, the best gene pair is automatically passed to the next generation. In addition, with a probability of 1%, a gene is randomly selected and “mutated” by applying a random factor. This process is repeated 20 times for every possible pair of river segments.
Decile Thresholding

As the genetic algorithm returns 272 discharge estimations for each of the 65 river segments, it generates 17,680 individual discharge values in total. To combine these values into a single discharge time series, we developed a novel decile thresholding method, filtering out over- or underestimated discharge values. By this, we extended the previous discharge estimation method proposed by Gleason and Wang [24] to not require a priori knowledge or proxy assumptions.

The decile thresholding method involves grouping the individual discharge values of each day into the respective deciles in a first step. For every decile group, the mean value is calculated, resulting in 10 mean values per day. To give an example, the mean is calculated from the minimum discharge value to the first decile of each day, one from the first to the second decile and so on. In a next step, combining the respective mean values for the whole observation period in each decile group, resulting in 10 new discharge time series. To combine these 10 discharge time series into one final estimation, the discharge time series are stacked on top of each other at certain thresholds. To derive these thresholds, the individual decile values from each decile discharge time series are calculated. In this regard, the value from the first decile serves as a threshold for the corresponding first decile discharge time series, the value from the second decile serves as a threshold for the corresponding second decile discharge time series and so on. To stack the discharge time series, for the first decile discharge time series (1), the first decile is calculated and values, which are exceeding, are replaced by the values of the second decile discharge time series (2), resulting in a combined discharge estimation (1&2). In a next step, the second decile of the second decile discharge time series (2) is calculated and used as a second threshold. Every value of the combined discharge estimation (1&2), which is above, is now replaced by the third decile discharge time series (3), resulting in a new combined discharge simulation (1&2&3). In this manner, all the other decile discharge time series are added to create the final discharge estimation.

The combination of the discharge simulations is based on the assumption, that for some river segments, the correlation of river width and discharge is higher in the low flow regime and for other in the high flow regime. In this regard, some simulations are more representative regarding their low flow discharge estimations or their high flow discharge estimations, respectively. By dividing the simulations into decile intervals, only simulations with a similar correlation in the respective interval are averaged. Combining the respective simulations, discharge values from the best correlation are taken into account, by dismissing discharge values from segments where flow width no longer correlates.

3.2.5. Optimized AMHG Discharge Estimation

For comparison, the discharge was estimated using the optimized AMHG discharge estimation method proposed by Gleason and Wang [24]. Taking the mean value of the 200 a parameters derived from the genetic algorithm for each river segment, the corresponding b parameter is calculated using the proxy AMHG function

\[ b = -0.3 \cdot \log(a) + (-0.3 \cdot \overline{w}) \] (4)

with \( \overline{w} \) being the mean value of all measured river widths. The discharge is calculated for each of the 65 river segments from its corresponding width time series and AHG parameter pair, resulting in 65 individual discharge time series. By taking the daily mean value, the final discharge estimation is created.

4. Results

Based on the in situ discharge measurements, the river segments within the observed river reach exhibit distinct AMHG behavior. Correlating the in situ discharge data to the corresponding river width measurements, the AHG rating curves intersect around the same log(Q) – log(W) values (Figure 13a). As shown in Figure 13b, the AHG parameters (gray points) of the investigated river reach can therefore be described by a log-linear AMHG function (gray line) with \( b = -0.115 \cdot \log(a) + 0.746 \), which has an
of 0.9951. The parameters log(a) and b are between −2.6 to 5.8 and between 0.08 to 1.05, respectively. In comparison, the AMHG parameters derived from the genetic algorithm (blue points) are between 3.7 to 4.4 for parameter log(a) and 0.57 to 0.76 for parameter b. With a root mean square error (RMSE) of 0.405, the parameter pairs are not in close proximity to the AMHG function. Furthermore, they do not tend to show an AMHG relationship by themselves, as they appear to be quite clustered. In this regard, the genetic algorithm using completely randomly drawn initial parameters from the parameter pool was not able to generate AHG parameters comparable to the ones observed from in situ data.
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**Figure 13.** (a) Individual AHG rating curves (black lines) derived from cross sectional width measurements of the study region intersect around the same log(Q) – log(W) values within the observed discharge range (dashed line). (b) This behavior leads to the mathematical rise of AMHG, where AHG coefficient pairs (gray points) can be described by a log-linear function (gray line). AHG coefficient pairs derived from the genetic algorithm are colored in blue.

The discharge estimations derived from the AHG optimization show great variability for each day, even though the genetic algorithm decreases the difference in discharge between the river segments (Figure 14). They do not tend to draw a consistent discharge behavior of the river but rather form a daily discharge interval. With an average difference of 5000 m³/s between the highest and lowest simulation value, the simulations are closer together during the dry season than during the rainy season, with a difference of around 10,000 m³/s. The minimal discharge is 473 m³/s, whereas the maximal discharge is 15,237 m³/s; both underestimate the minimum and maximum in situ discharge. Nevertheless, a seasonal pattern can be observed in all simulations, with some simulations having a wider range between minimum and maximum discharge and a larger variance in their discharge values.

The calculation of the mean decile simulations results in ten simulations which have a certain discharge range, where the difference between estimated and observed discharge is smallest, compared to the other simulations within the same range (Figure 15). The simulations follow a similar pattern and are superimposed, with the lowest decile simulation having the lowest discharge values and the highest decile simulation having the highest values. The difference between the single simulations is not equal but tends to be larger for the lowest and the highest decile simulations, especially during the high discharge periods. The mean difference between the first and second simulation, as well as between the eighth and ninth simulation, is around 400 m³/s, whereas the difference between the second to eight simulation is around 170 m³/s to 300 m³/s. The greatest difference is between the ninth and tenth simulation with around 2200 m³/s and a maximum difference of 4450 m³/s.

By combining the decile discharge simulations into a single final simulation, the estimated discharge largely corresponds to the observed discharge values, significantly improving the estimation of low flow and peak flow compared to the optimized AMHG method (Figure 16). The minimum
discharge is 1197 m$^3$/s, the maximum discharge is 10,439 m$^3$/s as well as the overall mean is 4485 m$^3$/s. Comparing the simulation to the observed discharge, it is about 8236 m$^3$/s below the maximum observed discharge value, 147 m$^3$/s below the minimum observed discharge value and just 73 m$^3$/s below the observed mean discharge. Regarding the optimized AMHG discharge estimation derived from the method of Gleason and Wang [24], it shows greater deviations to the validation data, underestimating the high flow discharges as well overestimating the low flow discharges to a far greater extent (Figure 16). Here, the minimum discharge is 2558 m$^3$/s, the maximum discharge is 5488 m$^3$/s and the mean discharge is 4260 m$^3$/s, resulting in a respective deviation of 1213 m$^3$/s, −13,188 m$^3$/s and −298 m$^3$/s to the minimum, maximum and mean of the validation data.

Comparing the discharge values of the simulations with the observed values on the respective day of recording, the decile thresholding method shows a root mean square error (RMSE) and relative root mean square error (RRMSE) almost half as large as the optimized AMHG method, with 1706 m$^3$/s versus 3074 m$^3$/s and 19.5 % versus 38.5%. The median error of the decile thresholding method is 152 m$^3$/s, which is more than three times smaller than the median error of the optimized AMHG method with 538 m$^3$/s. Looking more closely at the performance of the simulation grouped by months, for the dry season months, both simulations have much lower errors than during the wet season (Figure 17). For the months November to June, both methods show here in general smaller interquartile ranges, less extreme outliers, and smaller median errors, while the discharge is always overestimated. The best results from the decile thresholding method are obtained for the months of May and June with RRMSE of 10.9% and 10.8%. The optimized AMHG method achieves its best results in the months of June and November with a RRMSE of 21.9% and 17.0%.

![Figure 14. Discharge simulations visualized as individual values, derived from each river segment.](image)

![Figure 15. Decile simulations derived from all discharge simulations.](image)
Looking at the months of July to October, which are characterized by the occurrence of monsoon-related flood peaks, the differences between estimated and observed discharge are greatest in both discharge estimations. In these months, both methods have far greater interquartile ranges and more extreme outliers, while always underestimating the observed discharge. For August and September, the months with the greatest discrepancy between simulation and observed discharge values, the decile thresholding method has a RRMSE of 28.8% and 26.5%. The optimized AMHG method has a RRMSE of 53.7% and 50.0% in the same months, which is almost twice as high. A complete overview about the performance of both methods is displayed in Table 1.

Table 1. Overview of monthly root mean square error (RMSE), relative root mean square error (RRMSE), normalized root mean square error (NRMSE), and Nash–Sutcliffe efficiency (NSE) for the decile thresholding method and optimized AMHG method.

<table>
<thead>
<tr>
<th></th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Decile thresholding method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE [m³/s]</td>
<td>338</td>
<td>404</td>
<td>446</td>
<td>401</td>
<td>370</td>
<td>319</td>
<td>1579</td>
<td>3900</td>
<td>3183</td>
<td>1452</td>
<td>528</td>
<td>478</td>
</tr>
<tr>
<td>RRMSE [%]</td>
<td>11.8</td>
<td>20.6</td>
<td>24.2</td>
<td>14.7</td>
<td>10.9</td>
<td>10.8</td>
<td>17.5</td>
<td>28.8</td>
<td>26.5</td>
<td>23.0</td>
<td>10.8</td>
<td>17.9</td>
</tr>
<tr>
<td>NRMSE [%]</td>
<td>56.3</td>
<td>59.7</td>
<td>62.9</td>
<td>53.5</td>
<td>40.6</td>
<td>36.6</td>
<td>51.0</td>
<td>117.5</td>
<td>102.0</td>
<td>151.4</td>
<td>45.9</td>
<td>72.6</td>
</tr>
<tr>
<td>NSE</td>
<td>0.65</td>
<td>0.61</td>
<td>0.58</td>
<td>0.70</td>
<td>0.82</td>
<td>0.86</td>
<td>0.73</td>
<td>-0.45</td>
<td>-0.10</td>
<td>-1.40</td>
<td>0.78</td>
<td>0.45</td>
</tr>
<tr>
<td><strong>Optimized AMHG method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE [m³/s]</td>
<td>856</td>
<td>1092</td>
<td>1100</td>
<td>859</td>
<td>741</td>
<td>579</td>
<td>2974</td>
<td>7278</td>
<td>5.715</td>
<td>1328</td>
<td>790</td>
<td>919</td>
</tr>
<tr>
<td>RRMSE [%]</td>
<td>33.1</td>
<td>58.6</td>
<td>57.8</td>
<td>39.7</td>
<td>28.4</td>
<td>21.9</td>
<td>29.3</td>
<td>53.7</td>
<td>50.0</td>
<td>20.4</td>
<td>17.0</td>
<td>33.9</td>
</tr>
<tr>
<td>NRMSE [%]</td>
<td>142.6</td>
<td>161.7</td>
<td>135.2</td>
<td>114.8</td>
<td>80.9</td>
<td>66.4</td>
<td>96.0</td>
<td>219.2</td>
<td>183.2</td>
<td>138.5</td>
<td>68.6</td>
<td>139.4</td>
</tr>
<tr>
<td>NSE</td>
<td>-1.26</td>
<td>-1.83</td>
<td>-1.56</td>
<td>-0.40</td>
<td>0.30</td>
<td>0.54</td>
<td>0.03</td>
<td>-4.06</td>
<td>-2.54</td>
<td>-1.01</td>
<td>0.50</td>
<td>-1.05</td>
</tr>
</tbody>
</table>
5. Discussion

With an overall RRMSE of 19.5%, the decile thresholding method achieves a level of performance almost a twice as good at the study region as the optimized AMHG method, with an RRMSE of 38.5%. As both methods have comparable mean discharge values of 4485 m$^3$/s and 4260 m$^3$/s, and are therefore close to the observed mean of 4558 m$^3$/s, their main difference can be found in the estimation in low and high discharge ranges. With minimum discharge of 2558 m$^3$/s and a maximum discharge of 5488 m$^3$/s, the optimized AMHG method is not able to represent the full range of observed discharge values, ranging between 1345 m$^3$/s and 18,676 m$^3$/s. In this way, it systematically overestimates both the low flow discharges and underestimates the flood discharges, which is clearly visible in Figures 16 and 17. In comparison, the decile thresholding method is able to improve the estimation of both the low flow discharge as well as the peak discharge. With a minimum estimated discharge of 1197 m$^3$/s and a maximum estimated discharge of 10,439 m$^3$/s, it can cover the observed discharge range comparably better. For the distribution of discharge deviations, a decrease of around 70% can be seen regarding...
the mean error (152 m$^3$/s to 538 m$^3$/s) as well as the interquartile range is decreasing around 53% ($-663$ m$^3$/s to $387$ m$^3$/s and $-1354$ m$^3$/s to $891$ m$^3$/s).

Even though the methods are site specific, the results of the decile thresholding, using 272 observations, are comparable to the optimized AMHG discharge estimations in Gleason and Smith, with RRMSE of 20%, 23%, and 30% for respective river sites at Athabasca River, Mississippi River, and Yangtze River using up to 20 observations [18]. Using our novel proposed method, high numbers of observations do not lead to relatively inferior performances as described in Durand et al. [19], which tested the optimized AMHG method with up to 365 observations for 16 different river sites, achieving RRMSE ranging between 11% to 176.6% with a mean RRMSE of 80.9%. The weaker performance of the optimized AMHG method is caused by the increasing number of observations, which leads to several issues with the AMHG. On the one hand, the proposed AMHG proxy by Gleason and Wang [24] leads to an ineffective AHG optimization. On the other hand, as an increasing number of observations cover a yearly or greater period, the different AHG behavior of wet and dry season becomes a problem within the optimization process [19]. Both problems can be observed as well on the discharge estimation derived from optimized AMHG method in our study region. Using the AMHG proxy function with a slope of $-0.3$ and 1.91 as intercept, it significantly differs from the AMHG function with a slope of $-0.115$ and intercept of 0.746 derived from the in situ measurements. In this regard, the proxy AMHG function is not representative for the study site and therefore gives misleading discharge estimates. Furthermore, by taking the mean of all discharge estimations derived from each river segment, the different AHG behavior of wet and dry seasons cannot be coped, resulting in both an overestimation of the low flow discharge as well as an underestimation of peak flow discharge. Even though the later problem also applies to the decile thresholding method, as both use the same initial AHG parameters derived by the genetic algorithm optimization, the decile thresholding method can mitigate this problem. By grouping the discharge estimations into discharge ranges, dry and wet season discharge is represented by different river segments. The calculation of the decile simulations and their combination into a final discharge estimation uses therefore discharge estimations from river segments whose AHG parameters are more fitting for the related discharge range. By this, a decrease of 60% of RRMSE for the dry season months and 39% of RRMSE for the wet season months can be achieved using the decile thresholding method compared to the optimized AMHG method. In this regard, the method can further be incorporated into the upcoming SWOT satellite mission. As river width, stage, and slope measurements will be available, Hagemann et al. [51] proposed novel approach estimating river discharge by using both Manning equation and adding the AMHG method, if the river reach has a high percentage of intersecting AHG curves. Following the same idea, the decile thresholding method can be incorporated into a SWOT adapted method based on Manning equation, if the AMHG behavior is strong in a river reach.

Looking at the dry and wet seasons, there is a clear difference in performance of the discharge estimates, especially regarding the flood peaks. Considering only the months where no flood peak discharge is occurring (Oct-Jun), the accuracy of the decile threshold discharge estimation increases to a RRMSE of 16.0%, while the optimized AMHG method follows the same trend, with an increased accuracy with a RRMSE of 34.5%. This is in line with the trend observed in Gleason and Hamdan [26], reducing the RRMSE from 56% to 28% for an AMHG discharge estimate of the Ganges River considering only the dry season months.

While the decile thresholding method achieves good results in the low-flow range, the peak flows are almost always underestimated with both methods. Looking at the flood peak maxima, the estimated discharge values of the decile thresholding method do not exceed a certain level at around 10,000 m$^3$/s. This is particularly evident in 2018, when the observed discharge exceeded this level in the months of July, August, and September. While the observed values vary, the estimated values remain mostly constant around 10,000 m$^3$/s. This characteristic also occurs in the optimized AMHG method, where it reaches its limit at $\sim 5500$ m$^3$/s. Due to a lack of correlation between discharge and river width at this discharge level within the corresponding river segments, the estimated discharge
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is not increasing. The reason for this is found in the underlying shape of the riverbed. If there is no river
width change, the method for estimating the river discharge reaches its physical limits. Another related
issue is that AHG only describes inbank flow conditions, as overbank flow is driven by other physical
parameters [27]. Therefore, the estimation of peak flood discharges causing overbank flow must be
managed with other methods. Using floodplain hydraulic geometry, the extent of floodplains along a
river course for specific peak discharges can be modeled based on a digital elevation model (DEM)
and historic discharge records [27,52]. Reversing this method, measuring the width of floodplain
segments can be used to estimate the related peak discharge. Here, future research combining both
methods for estimating discharge could be a promising way coping with the underestimation of flood
peak discharge.

While the overall accuracy can be increased due to the calculation and combination of decile
simulations, in some cases this method does not give the best result possible. This limitation is evident
in particular in July 2015, where the final discharge estimation shows a low value derived from the
ninth decile simulation, although the discharge estimation from the tenth decile simulation is more
consistent to the observed discharge (Figure 16). To avoid these errors, the thresholding should be
more closely adapted to the individual hydrological pattern, e.g., for each hydrological year and not
just based on data from the total discharge.

The AHG parameters derived from the genetic algorithm do not match the AHG parameters
derived from in situ discharge observations. The estimates from the genetic algorithm are all in the
range from $3.7 < \log(a) < 4.4$ and $0.57 < b < 0.76$ while the range of the AHG parameters from the in situ
measurements range from $-2.6 < \log(a) < 5.8$ and $0.08 < b < 1.05$ (Figure 13). In addition, the a and b
parameter pairs do not show the linear correlation of the AMHG function. Thus, the genetic algorithm
is not able to correctly calculate the respective AHG parameters of the segments, but rather provides
adjusted, very similar parameters. As the genetic algorithm only reduces the difference in discharge
between the river segments, the optimum does not necessarily result in AHG parameters comparable
to the in situ measured ones. Furthermore, the genetic algorithm could have also fallen into a local
optimum, even though this issue was addressed using the random mutation of AHG pairs. Using the
bayesian inference method for AMHG-based discharge estimation as proposed in Hagemann et al.
could improve the calculation of AHG parameters, as it tends to show lower maximum RRMSE values
as well as fewer outliers [51]. Nevertheless, this method also tends to have higher minimum RRMSE
values, further research on both optimization methods should be performed, as it could improve the
related discharge estimation. Nevertheless, the estimated AHG parameters for each river segment
generally provide suitable results for a specific discharge range. As the AHG parameters differ for the
wet and dry season, the approach of considering individual river segment simulations for different
discharge ranges gives better results than using all river segment simulations for the entire range of
discharge.

### Strength and Limitations

This paper mainly deals with the evaluation of river discharge estimations from river width
time series. Nevertheless, the measurement of the river width using remote sensing methods on
Sentinel-1 SAR data has a significant influence on the results of the discharge estimation. Starting
with the mapping of highly dynamic river regions, the segment length for calculating the seasonality
percentage is highly affecting the identification of these regions. In this study, the river region was
selected due to its high seasonality percentage for both 25 km and 5 km segments and its proximity to
an in situ discharge station. Developing a systematic approach for identifying suitable river regions
with an adaptive segment length for calculating the seasonality percentage would be necessary for
applying the method on a global scale. In this regard, also the minimum seasonality percentage for
which the discharge estimation method yields good results should be defined. The same is true for the
length of the investigated river reach and the number of individual river segments used in the genetic
algorithm. As shown in this paper, the use of 65 river segments, with a width of 100 m and within a
28 km long river reach is able to give reasonable results for the discharge estimation. As this number is based on the limitations of Sentinel-1 images and the output of the RivWidth_v04 software, it does not necessarily give optimal results. More detailed studies, on how the number of river segments and the chosen river reach affects discharge estimation could therefore further improve the discharge estimation. Regarding the remote sensing of river width using Sentinel-1 images, speckle has a major impact on the water classification. Especially if the boundary between water and river bank is not clear but is ambiguous due to bank vegetation, partial flooding or abandoned river channels, the speckle can lead to major misinterpretations of the actual river width. Using the focal median filter, the speckle could be efficiently reduced, still losing information by blurring the river boundaries (Figure 10). As different methods for speckle filtering are developed and applied in remote sensing, a detailed consideration of the most suitable filtering method for the purpose of river width measurements should be made. Furthermore, as our method is applied on a single river reach, further research is needed to apply the decile thresholding method on various river reaches worldwide and comparing it to existing spaceborne discharge estimation methods to verify our results.

6. Conclusions and Outlook

We present a novel framework for estimating river discharge using river width measurements, Sentinel-1 SAR time series data and a priori knowledge on minimum and maximum discharge. By using exclusively remotely sensed information about the river width, the discharge estimation method shown in this study requires the least amount of input data, compared to other methods which apply spaceborne earth observation data [38]. Using weather-independent Copernicus Sentinel-1 data with a revisit time of 6 days, which enables observations also during the highly-clouded rainy season, a continuous river width and discharge time series could be created over the whole observation period from 2015 to 2018.

With an RRMSE of 19.5% for the entire investigated period and a RRMSE of 16% for just the dry-season months, the decile thresholding discharge estimation performed well compared to the optimized AMHG method proposed by Gleason and Wang [24], with RRMSE of 38.5% and 34.5% respectively. As shown, our novel decile thresholding method can reduce the error both in the low flow as well as peak flow discharge range, resulting in a decrease of 60% in RRMSE for the dry season and a decrease of 39% in RRMSE for the wet season. Compared to global runoff products with a mean RRMSE of 40%, the decile thresholding method can lead to a significant improvement in discharge estimation, whereas the optimized AMHG method just gives a marginal improvement [38]. An increased error between observed and estimated discharge caused by a high number of observations, as described in Durand et al. [19], could be partly addressed using the decile thresholding method, whereas it can be observed in the optimized AMHG method. To validate our results, the decile thresholding method should be applied on a global scale at various river reaches and compared to existing methods in further research.

As our proposed method depends on a strong correlation between river width and river discharge, which becomes weaker at higher discharge and overbank flow rates [19], the capacity for improving on the discharge is rather limited with our method. Incorporating other remote sensed data (e.g., river level), can be therefore a promising way to extend the approach for flood peak discharge conditions. Here, also the incorporation of floodplain hydraulic geometry methods for estimating peak discharge from floodplain width measurements should be researched in more detail to overcome this issue.

To further improve the result of the presented method and its applicability on a global scale, a closer look on the individual processing steps should be taken. Developing a methodological approach for selecting appropriate, highly dynamic river regions as well as investigating the necessary amount of river segments for discharge estimation would help to further automate the method and apply it to other river systems. Requiring just river width measurements, the method can be easily applied to other spaceborne data, besides Copernicus Sentinel-1 SAR. By combining multiple spaceborne data sources, optical as well as radar, an almost daily observation interval can be achieved. Furthermore,
with the upcoming earth observation satellites with increased spatial resolution, the method can be also applied on smaller rivers as well as it will further improve the detectable correlation between river width and river discharge.

As presented, the described framework has great potential for an automated estimation of discharge on an almost daily basis for river systems worldwide. Especially for large, ungauged basins in remote areas, this method can help provide valuable information for both scientific as well as operational use. Using only a short, highly dynamic river reach to estimate the discharge and runoff from the upstream catchment, this method could be applied on multiple locations along the river. By this, not only the total runoff can be estimated but also the runoff between two highly dynamic locations.
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