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## Abkürzungs/Synonymverzeichnis

<table>
<thead>
<tr>
<th>Abkürzung/Synonym</th>
<th>Bedeutung</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
<td>Ein Verbund aus mehreren Servern</td>
</tr>
<tr>
<td>CQL</td>
<td>Cassandra Query Language</td>
</tr>
<tr>
<td>GeoDaten</td>
<td>Geographisch bezogene Daten</td>
</tr>
<tr>
<td>INVEST</td>
<td>Independent Negotiable Valuable Estimable Small Testable</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>Node</td>
<td>Ein Server innerhalb eines Clusters</td>
</tr>
<tr>
<td>NoSQL</td>
<td>„No SQL“ oder „Not Only SQL“</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
</tr>
</tbody>
</table>
1 Einleitung


Meist ist die Bereitstellung dieser Daten an den Entwickler der App vom Benutzer bei der Installation oder beim ersten Start der App durch die Zustimmung zu den Allgemeinen Geschäftsbedingungen erlaubt worden. Viele Nutzer wissen aber größtenteils nicht wie unsicher viele Entwickler mit diesen Daten umgehen. So kann durch Nachlässigkeit oder einfaches Unwissen des Entwicklers mit wenig Aufwand der komplette Datenverkehr eines Benutzers abgefangen und gesammelt werden.

Genau an diesen Punkt setzt das Projekt an und versucht die Menge der gesammelten Daten sortiert zu speichern, auszuwerten und für den Benutzer aufbereitet wieder zur Verfügung zu stellen. Bei der für dieses Projekt genutzten App handelt es sich um die von Niantic Incorporated\(^1\) entwickelte App Ingress\(^2\) (im weiteren Verlauf nur App genannt)in der eine Unmenge an geographisch bezogene Serverkommunikation anfällt, welche dem Anwender nicht direkt zur Verfügung steht.


---

\(^1\) Niantic Labs sind als ein internes Startup von Google gestartet. (Niantic Labs, 2015)
\(^2\) Webpräsenz von Ingress (Niantic Labs, 2015)
1.1 Ziel


1.1.1 Produktperspektive

Das Projekt soll die zur Verfügung gestellten Daten aufbereiten, für die weitere Verwendung bereitstellen und benutzerfreundlich darstellen. Dabei sind alle Teilprozesse unabhängig voneinander zu entwickeln um einen Austausch zu einem späteren Zeitpunkt zu gewährleisten. Die Verwendbarkeit des abschließend entwickelten Produktes durch Dritte und über den Umfang dieses Projektes hinaus stellt dabei einen weiteren Aspekt der Zielsetzung dar.

1.1.2 Einsatzkontext

Für den Betrieb des Projektes sind neben einem Apache Cassandra Cluster, ein Datenverarbeitungsserver und ein Webserver zur Bereitstellung der verarbeiteten Daten notwendig. Der Aufbau und die Anzahl der Server innerhalb des Apache Cassandra Clusters kann entsprechend der zu verarbeitenden Daten skaliert werden.

Im Kontext des Projektes kann ein separater Datenverarbeitungsserver aufgrund einer beschränkten Datengrundlage vernachlässigt werden und durch einmaligen Import der Daten ersetzt werden. Die grundlegenden Funktionen für den Datenimport sollten dabei dennoch für den Einsatz in einem später zu verwendenden Server vorbereitet werden.

Für die Darstellung der verarbeiteten Daten und Nutzung der Android App wird ein Gerät mit Android Betriebssystem ab Version 4.4 (KitKat) benötigt. Für die

\(^3\) Die Daten wurden nicht im Rahmen des Projektes erstellt oder gesammelt sondern nur für die Durchführung des Projektes von der Internetcommunity „Enlightened Köln“ bereitgestellt. (Ingress Enlightened Köln, 2015)
Bereitstellung der Android App soll um den Nutzerkreis einzuschränken die Verteilung als Alpha/Beta Version über den Google Play Store verwendet werden.¹

1.2 Funktionale Anforderungen

Der mögliche Funktionsumfang wird in Rücksprache mit den Benutzern und im Rahmen des Projektes reduziert und kann nach Abschluss beliebig erweitert werden. Die für das Projekt damit relevanten Funktionalitäten, Daten, Schnittstellen und eventuelle Anwendungsprofile werden im Weiteren beschrieben.

1.2.1 Funktionalitäten

Bei der Definition der Funktionen kann zu Gunsten eines besseren Verständnisses eine Unterscheidung zwischen den Punkten Datenerfassung, Datenverarbeitung und Datendarstellung gemacht werden.

1.2.1.1 Datenerfassung

Auf Grundlage der zur Verfügung gestellten Datenpakete soll ein strukturierter Import ermöglicht werden. Dabei werden die unveränderten Datensätze als Ausgangspunkt angesehen und müssen in ein für die weiteren Funktionen verwendbares Format gebracht werden. Dies soll durch das genaue Erfassen und Bestimmen von einzelnen Identifikations- und Informationsmerkmalen für die jeweiligen Datenpakete ermöglicht werden.

1.2.1.2 Datenverarbeitung


1.2.1.3 Datendarstellung

Die für die Statistiken notwendigen Daten müssen für die Darstellung auf einem Android Gerät über einen Server bereitgestellt werden. Bei der Abfrage der Daten soll

¹ Eine Alpha/Beta Version taucht nicht für alle Nutzer des Google Play Stores auf sondern nur für eingeladene Teilnehmer des jeweiligen Tests. (Google, 2015)
im Rahmen des Projektes auf eine ausführliche Authentifikation zu Gunsten einer vereinfachten Datenabfrage für die einzelnen Anwender verzichtet werden.

1.2.2 Daten


1.2.3 Schnittstellen

Für die Kommunikation zwischen den einzelnen Servern, Apache Cassandra Cluster und Anwendungslogikservern, muss eine Netzwerkverbindung bestehen.

Für die Darstellung der Statistiken muss eine Netzwerkverbindung zwischen dem Server mit den Daten und dem Android Gerät bestehen.

1.2.4 Anwendungsprofile

Bei der Unterscheidung der möglichen Anwender muss man zwei generelle Fälle in Betracht ziehen. Der erste Fall wäre der Nutzer welcher die für die Statistik relevanten Daten bereitgestellt hat und diese nun für seine eigene Nutzung wieder abruft. Ein Nutzer der eine Statistik über den gesamten Datenbestand abruft würde als zweiter Fall definiert werden müssen, da dieser nicht unbedingt Daten bereitgestellt hat, aber auf die Ergebnisse zugreifen kann.

1.3 Nicht funktionale Anforderungen

Das Projekt definiert neben den üblichen Anforderungen der Parallelnutzung, Zuverlässigkeit und Ausfallsicherheit noch zusätzliche Anforderungen die im Folgenden erläutert werden.

1.3.1 Effizienz

Sowohl bei der Speicherung der Daten als auch beim Abruf muss darauf geachtet werden, dass die Transfermengen optimiert werden. Dies geschieht auf der einen Seite durch die Verwendung eines für Apache Cassandra geschriebenen Treiber der eine
automatische Optimierung der Übertragung gewährleistet und auf der anderen Seite durch die für die Kommunikation im Internet üblichen GZIP Kompression⁵.

### 1.3.2 Erweiterbarkeit

Nach dem Ende des Projektes sollen verschiedenen Komponenten über die für das Projekt definierten Vorgaben hinaus erweitert werden können. Hierfür werden sämtliche Komponenten in einzelnen logischen Teilblöcken entwickelt und ermöglichen somit ohne Anpassung anderer Komponenten einen einfachen Austausch, dieses Vorgehen entspricht dem Modularen Programmierparadigma und wird in verschiedenen Fachbüchern öfters aufgegriffen.

### 1.3.3 Benutzerfreundlichkeit


### 1.4 Technische Anforderungen

Man muss zwischen den datenverarbeitenden und datendarstellenden Funktionen unterscheiden. Die datenverarbeitenden Funktionen werden plattformunabhängig für die Java Runtime⁷ entwickelt und können somit auf unterschiedlichsten Plattformen laufen solange eine voll funktionsfähige Java Runtime vorhanden ist.

Für die darstellenden Funktionen ist eine Android App vorgesehen. Diese wird für Android 4.4, alias KitKat, entwickelt und sollte trotz der Fragmentierung der Android Versionen zum Zeitpunkt des Projektes eine Verteilung auf ca. 60%⁸ aller Android fähigen Geräten ermöglichen. Die Einschränkung in der Kompatibilität wurde durch den Mehraufwand für die Entwicklung für früher Versionen festgelegt. Eine Erweiterung der Kompatibilität auf ältere Versionen ist im Anschluss des Projektes durch aus denkbar.

---

⁵ RFC zur GZIP-Kompression. (Internet Engineering Task Force (IETF), 2012)
⁶ Drawer Konzept von Google. (Google, 2015)
⁷ Java Runtime. (Oracle, 2015)
⁸ Android Versionsfragmentierung. (Google, 2015)
1.5 Projektabnahmekriterien

Für eine erfolgreiche Abnahme sind die Erstellung einer Dateninfrastruktur, bestehend aus einem Speicherungs- und Abfragesystem, und eine funktionsfähige auslieferungsfertige Android App notwendig. Das abgeschlossene Projekt wird entsprechend der jeweiligen Module mit einer Anleitung für den Betrieb und die Ausbaumöglichkeiten in Form eines Git Repository abgeliefert. Die Abnahme wird durch einen Testlauf der App durch die Anwender, welche die Daten bereitgestellt haben, durchgeführt.
2 Organisatorisches

Um eine bessere zeitliche Einteilung für den Ablauf des Projektes zu ermöglichen wurde anhand der abzuschließenden Aufgaben ein Projektplan erstellt. Dieser wurde bereits unter Berücksichtigung eventueller Verzögerungen der einzelnen Teilaufgaben kalkuliert und sollte eine genaue zeitliche Übersicht über die einzelnen zu erreichenden Meilensteine liefern.

2.1 Ablaufdiagramm


Abbildung 1 - Ablaufdiagramm

<table>
<thead>
<tr>
<th>Aufgaben</th>
<th>geschätzte Dauer</th>
<th>Anfang</th>
<th>Ende</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fremddatenanalyse</td>
<td>6 Tage</td>
<td>30.06.2015</td>
<td>07.07.2015</td>
</tr>
<tr>
<td>Strukturierung</td>
<td>2 Tage</td>
<td>30.06.2015</td>
<td>01.07.2015</td>
</tr>
<tr>
<td>Bedarfsanalyse</td>
<td>3 Tage</td>
<td>02.07.2015</td>
<td>06.07.2015</td>
</tr>
<tr>
<td>Vorb. Datenimport</td>
<td>1 Tag</td>
<td>07.07.2015</td>
<td>07.07.2015</td>
</tr>
<tr>
<td>Datenanalyse abgeschlossen</td>
<td></td>
<td></td>
<td>07.07.2015</td>
</tr>
<tr>
<td>Strukturierung</td>
<td>2 Tage</td>
<td>30.06.2015</td>
<td>01.07.2015</td>
</tr>
<tr>
<td>Bedarfsanalyse</td>
<td>3 Tage</td>
<td>02.07.2015</td>
<td>06.07.2015</td>
</tr>
<tr>
<td>Vorb. Datenimport</td>
<td>1 Tag</td>
<td>07.07.2015</td>
<td>07.07.2015</td>
</tr>
<tr>
<td>Datenanalyse abgeschlossen</td>
<td></td>
<td></td>
<td>07.07.2015</td>
</tr>
<tr>
<td>Strukturierung</td>
<td>2 Tage</td>
<td>30.06.2015</td>
<td>01.07.2015</td>
</tr>
<tr>
<td>Bedarfsanalyse</td>
<td>3 Tage</td>
<td>02.07.2015</td>
<td>06.07.2015</td>
</tr>
<tr>
<td>Vorb. Datenimport</td>
<td>1 Tag</td>
<td>07.07.2015</td>
<td>07.07.2015</td>
</tr>
<tr>
<td>Datenanalyse abgeschlossen</td>
<td></td>
<td></td>
<td>07.07.2015</td>
</tr>
<tr>
<td>Verwendbarkeitsanalyse</td>
<td>6 Tage</td>
<td>22.07.2015</td>
<td>29.07.2015</td>
</tr>
<tr>
<td>Stresstest vorbereiten</td>
<td>3 Tage</td>
<td>22.07.2015</td>
<td>24.07.2015</td>
</tr>
<tr>
<td>Stresstest</td>
<td>1 Tag</td>
<td>27.07.2015</td>
<td>27.07.2015</td>
</tr>
<tr>
<td>Auswertung</td>
<td>2 Tage</td>
<td>28.07.2015</td>
<td>29.07.2015</td>
</tr>
<tr>
<td>Verwendbarkeitsanalyse abgeschlossen</td>
<td></td>
<td></td>
<td>29.07.2015</td>
</tr>
<tr>
<td>Verbesserung der Datenmodelle</td>
<td>4 Tage</td>
<td>30.07.2015</td>
<td>04.08.2015</td>
</tr>
<tr>
<td>Änderung der Modelle</td>
<td>2 Tage</td>
<td>30.07.2015</td>
<td>31.07.2015</td>
</tr>
<tr>
<td>Änderung der Importe</td>
<td>2 Tage</td>
<td>03.08.2015</td>
<td>04.08.2015</td>
</tr>
<tr>
<td>Verbesserung der Datenmodelle abgeschlossen</td>
<td></td>
<td></td>
<td>04.08.2015</td>
</tr>
<tr>
<td>Datenbereitstellung</td>
<td>8 Tage</td>
<td>05.08.2015</td>
<td>14.08.2015</td>
</tr>
<tr>
<td>Rest-Service</td>
<td>5 Tage</td>
<td>05.08.2015</td>
<td>11.08.2015</td>
</tr>
<tr>
<td>Datenabfragen</td>
<td>2 Tage</td>
<td>12.08.2015</td>
<td>13.08.2015</td>
</tr>
<tr>
<td>Optimierung</td>
<td>1 Tag</td>
<td>14.08.2015</td>
<td>14.08.2015</td>
</tr>
<tr>
<td>Datenbereitstellung abgeschlossen</td>
<td></td>
<td></td>
<td>14.08.2015</td>
</tr>
<tr>
<td>Mobile Statistik</td>
<td>5 Tage</td>
<td>17.08.2015</td>
<td>21.08.2015</td>
</tr>
<tr>
<td>API Client</td>
<td>1 Tag</td>
<td>17.08.2015</td>
<td>17.08.2015</td>
</tr>
<tr>
<td>Android App</td>
<td>4 Tage</td>
<td>18.08.2015</td>
<td>21.08.2015</td>
</tr>
<tr>
<td>Mobile Statistik abgeschlossen</td>
<td></td>
<td></td>
<td>21.08.2015</td>
</tr>
</tbody>
</table>

Tabelle 1 - Auflistung der einzelenaufgaben des Projektablaufs

2.2 Projektumfeld

Das Projekt wird technisch von der Widgetlabs GmbH⁹ (im Weiteren nur Widgetlabs genannt) betreut und als Open Source Projekt für die weitere Verwendung an die Bereitsteller der Quelldaten übergeben. Die technische Betreuung durch Widgetlabs umfasst die Bereitstellung der notwendigen Infrastruktur und der fachlichen Kompetenzen in den Bereichen Apache Cassandra und mobiler Client Lösungen.

---

⁹ (Widgetlabs GmbH, 2015)
3 User Cases

Es wurden in Zusammenarbeit mit den Benutzern unterschiedliche Anwendungsfälle entwickelt. Dabei wurde darauf geachtet, dass diese in Anlehnung an das von dem Softwarearchitekten Bill Wake entworfene INVEST\(^\text{10}\) Prinzip erstellt wurden, um sowohl für die Entwickler als auch für die Benutzer einen Mehrwert aus den erarbeiteten Anwendungsfällen zu ziehen. Hierzu wird für den Umfang des Projektes auf die zeitliche Einschätzung für die Umsetzung der einzelnen Fälle verzichtet, da dies entsprechende des Projektplans, siehe dazu Abschnitt 2 Organisatorisches, bereits eingeplant ist.

Eine enge Kopplung zwischen den Anforderungen an die Daten und die Datenbankmodellierung ist aufgrund der relationslosen Nutzung von Apache Cassandra dringend notwendig und wird schon mit den Informationen aus den Anwendungsfällen festgelegt. Dementsprechend werden aus den entworfenen Anwendungsfalldiagrammen jeweils Datenmodelle für die spätere Verwendung im Projekt entwickelt.

3.1 INVEST Prinzip

Bei der Entwicklung von Softwareprodukten ist eine gute Abstimmung auf die Anforderungen des Benutzers im Vorfeld schon äußerst wichtig, da eine Änderung der Anforderungen zu einem späteren Zeitpunkt im immer einen Mehraufwand erzeugt. INVEST bietet hierfür einen sowohl für die Entwickler als auch für die Benutzer einfach verwendbaren Prinzip.

Durch die Festlegung, dass Anwendungsfälle unabhängig voneinander gestaltet werden ist eine Umsetzung des jeweiligen Falles unabhängig von den Anderen möglich. Dabei sollte wiederum darauf geachtet werden, dass definierte Anwendungsfälle nicht jedes Detail bezüglich der Umsetzung beinhalten sondern einen abstrahierten Überblick bieten und die jeweiligen Details, wie zum Beispiel eventuelle Umsetzungs- oder Testabläufe, erst im Verlauf der Entwicklung in Zusammenarbeit mit dem Benutzer ausgeprägt werden. Es ist dabei unbedingt notwendig, dass ein so erarbeiteter Anwendungsfall einen Nutzen für den Anwender hat. Der Entwickler kann diesbezüglich Bedenken äußern, aber nur um den Benutzer dahingehend den Eindruck zu vermitteln, dass diese Bedenken auch relevant für den jeweiligen Fall sind. So wird es keinen Sinn machen, dem Benutzer eine Aufteilung der Anwendungsfälle im

\(^{10}\) Ursprüngliche Erwähnung des INVEST Prinzip (Wake, 2003)
Hinblick auf eine spätere Entwicklungsstruktur, wie zum Beispiel die Trennung von Netzwerk und Persistenz Ebenen, da dies für den Anwender keinen direkten Nutzen erzeugt.

Um den Anwender einen weiteren Nutzen aus den Anwendungsfällen zu ermöglichen sollten die jeweiligen Fälle entsprechend ihres Aufwandes eingeschätzt werden. Dabei ist es nicht wichtig eine genau Schätzung abgeben zu können, sondern lediglich eine Einschätzung die es ermöglicht den Aufwand und Zeitpunkt für die spätere Umsetzung zu planen.

Gut definierte Anwendungsfälle sollten klein gehalten werden, dabei sollte der Aufwand zur Umsetzung meist nicht mehr als ein paar Wochen benötigen. Größer definierte Fälle tendieren öfters dazu, dass es schwer wird zu erkennen worauf der Focus in dem entsprechend Fall liegt. Dies würde unter anderem eine Verschlechterung der Aufwandsschätzung verursachen und eventuell beim Benutzer den Eindruck hinterlassen, dass die Aufgaben nicht verstanden worden sind.

Der Benutzer sollte die Anwendungsfälle dabei so gut verstehen, dass es ihm möglich ist für den jeweiligen Fall eine entsprechende Testbedingung definieren zu können. Dies ermöglicht dem Entwickler während der Umsetzung durchgehend zu prüfen ob die entsprechenden Testbedingungen erfüllt sind. Das INVEST Prinzip setzt auf eine wiederholte Bearbeitung der Anwendungsfälle um Unklarheiten und eventuell in früheren Phasen übersehene Aspekte frühzeitig zu erkennen und zu beseitigen.

3.2 Abfrage von zeitlich bezogenen Daten

Das Diagramm, dargestellt in Abbildung 2 - Abfrage von zeitlich bezogenen Daten, zeigt die allgemeine Abfrage eines Benutzers nach seinen Daten auf Basis einer zeitlichen Zusammenfassung. Dabei war es den Benutzer wichtig, dass eventuelle Zeitintervalle selbst bestimmt werden können. Zum besseren Verständnis wurde mit dem Benutzer ein beschreibender Satz für das Anwendungsfalldiagramm erstellt, welcher als Referenz für die spätere Umsetzung dient. Der Satz lautet „Als Benutzer möchte ich meine Statistiken nach Tag/Monat auswählen können um eine Tendenz für jeden Zeitraum zu erkennen“.
3.3 Abfrage von Benutzer bezogenen Daten


Das Anwendungsfalldiagramm wird am ehesten mit dem Satz „Als Benutzer möchte ich alle meine Daten auf einmal erhalten um mir einen genauen Überblick verschaffen zu können“ erklärt, und verdeutlicht noch einmal welchen Mehrwert die Benutzer erwarten.
4 Technische Umsetzung

Bei der Umsetzung muss sich an einige technische Rahmenbedingungen gehalten werden, da, wie im Abschnitt Funktionale Anforderungen bereits definiert, unter anderem die Wartbarkeit und Erweiterbarkeit des Projekts über den Verlauf dieser Arbeit hinaus gegeben sein muss. Dabei ist ebenso die Verwendung bestehender Infrastrukturen zu berücksichtigen. Bei der Analyse und Aufbereitung der Daten wird sich entsprechend der aus den Anwendungsfällen hervorgehenden Anforderungen auf vordefinierte Bereiche konzentriert, so werden Statistiken für wöchentliches, monatliches und jährliches Verhalten benötigt, aber auch Darstellungen über den gesamten Zeitraum.

4.1 Rahmenbedingungen

Bei dem Verwendeten Datenbanksystem handelt es sich um die NoSQL Datenbank Apache Cassandra. Diese hat eine belebte Vergangenheit mit ihrem Wurzeln bei Facebook, Amazon Dynamo und Google BigTable und biete eine Lösung für das Managen von großen Datenmengen über eine Verteilte Infrastruktur. NoSQL Datenbanken verwenden für die Interaktion meist eine eigene definierte Sprache und Syntax. Apache Cassandra ist dahingehend keine Ausnahme und verwendet für die Interaktion CQL, welche aber viele Parallelen zur SQL aufweist.

Die vorhandene Infrastruktur beherbergt augenblicklich einen Cluster aus 6 Apache Cassandra Nodes. Bei der Umsetzung des Projektes sollten diese zur Speicherung der Daten verwendet werden. Die Bereitstellung der aufbereiteten Daten wird über einen REST-Server geschehen, da nicht nur die Daten für die Statistiken der Benutzer, sondern auch die Daten für die Einbindung in Google Maps auf diese Art ausgeliefert werden können.

4.1.1 Architektur


---

11 Vergangenheit von Apache Cassandra (Planet Cassandra, 2015)
12 Dezentralisierte Architektur. (Apache Cassandra, 2015)
4.1.2 Gemeinsamkeiten und Unterschiede von SQL und CQL

Einer der wesentlichen Vorteile bei der Migration von einem relationalen Datenbanksystem, welches SQL zur Abfrage, Manipulation und Definition verwendet, ist die von Apache Cassandra verwendete Cassandra Query Language (CQL\textsuperscript{13}). Diese ist vom Aufbau und der Struktur stark an SQL angelehnt und in vielen Fällen identisch

```
USE myDatabase;
/* Erstellen von Tabellen */
CREATE TABLE IF NOT EXISTS table1 (id INT PRIMARY KEY);
/* Verändern von Tabellen */
ALTER TABLE table1 ADD col1 INT;
/* Erstellen von Index */
CREATE INDEX iCol1 ON table1 (col1);
/* Erstellen von Datensätzen */
INSERT INTO table1 (id, col1) VALUES (1, 7);
/* Abfrage von Datensätzen */
SELECT * FROM table1 WHERE id = 1;
/* Zählen von Datensätzen */
SELECT COUNT(*) FROM table1;
/* Löschen von Datensätzen */
DELETE FROM table1 WHERE id = 1;
```


```
/* Erstellen eines neuen Keyspace in CQL */
CREATE KEYSPACE database1 WITH replication =
   {'class': 'SimpleStrategy', 'replication_factor': 1};
/* Erstellen einer neuen Datenbank SQL */
CREATE DATABASE database1;
```

Einer der wohl am ehesten bei der Verwendung von CQL auffallenden Unterschiede ist das eigentliche Fehlen einer Unterscheidung von Insert und Update. Die CQL bildet

\textsuperscript{13} CQL Dokumentation. (Apache Cassandra, 2011)
beide aus der SQL bekannten Funktionen syntaktisch ab, jedoch wird sowohl bei einem Insert als auch bei einem Update ein nicht vorhandener Datensatz erstellt oder ein vorhandener Datensatz mit den neuen Werten überschrieben.

Der jedoch größte Unterschied zwischen CQL und SQL ist wohl das komplette fehlen von relationalen Bezugsmöglichkeiten wie JOIN, GROUP BY oder FOREIGN KEY. Generell wird im Zusammenhang mit Apache Cassandra auch vermehrt der Merksatz „Writes are cheap, so write everything the way you want to read it.“\(^\text{14}\), welcher darauf Anspielt, dass in Apache Cassandra Schreibzugriffe wesentlich weniger Zeit- und Rechenintensiv sind als Lesezugriffe. Dementsprechend sind viele Lesezugriffe um Daten aus unterschiedlichen Tabellen zusammenzufügen aufwendiger als wenn alle Daten für diesen Lesezugriff in einer Tabelle geschrieben wurden. Dies wird zu einer Denormalisierung und doppelter Datenhaltung führen da je nach Lesezugriff unterschiedliche Tabellen öfters den identischen Datensatz enthalten können.

### 4.2 Datenbereitstellung


### 4.3 Datenmodelle

Dem Verhalten von Apache Cassandra geschuldet wird bei der Speicherung der Daten entgegen der in relationalen Datenbanken üblichen Normalisierung auf Duplikate und somit doppelter Datenhaltung gesetzt. Folglich werden die Datenmodelle anhand des späteren Verwendungszwecks erstellt bzw. der für die Analyse optimierten Datenabfragen.

Eine fehlerhafte Definition der Datenmodelle würde sich später unter anderem negativ in der Auslastung der Apache Cassandra Nodes zeigen, siehe dazu auch den Abschnitt Anlegen von Schlüsselspalten.

\(^{14}\) (DataStax, 2015)
\(^{15}\) Ursprünglich in der Disertation von Dr. Roy Fieldings beschrieben. (Fielding, 2000)
4.3.1 Datenmodell für Statistiken


4.3.2 Datenmodell für Google Maps

Die spätere Darstellung der Daten auf Google Maps legt zwingend fest, dass die Datensätze entsprechend die Informationen bezüglich Längen- und Breitengrade enthalten. Zusätzlich dazu müssen die Datenmodelle die Unterscheidung zwischen den verschiedenen Interaktionsmöglichkeiten definieren.
5 Datenanalyse

Beim Aufbau der späteren Infrastruktur und den notwendigen Datenmodellen ist eine gründliche Analyse der zugrundeliegenden Daten notwendig. Hierzu wurden die bereitgestellten Datensätze im Hinblick auf die spätere Verwendung auf Identifikationsmerkmale, mögliche Gruppierungen und verwertbaren Informationen untersucht\(^{16}\). Für die Analyse wurden insgesamt 4 unterschiedliche Ereignisse festgelegt.

5.1 Ereignis 1 und 2


Um eine Verfälschung der Statistiken nicht durch eine unvorhersehbare Schwankung der Werte zu riskieren wird der genau übermittelte Wert gespeichert. Die jeweiligen Werte für das erste oder zweite Ereignis werden entsprechend des jeweiligen Datenpakets für einen Import abstrahiert um eventuelle neue Datenpakete einfacher erkennen und klassifizieren zu können.

5.2 Ereignis 3 und 4


\(^{16}\) Die Untersuchung ist an die von Usama Fayyad definierte Methodik „From Data Mining to Knowledge Discovery in Databases“ (Fayyad, Piatetsky-Shapiro, & Smyth, 1996) zur Datenanalyse angelehnt. Dabei werden die Vorgehensweisen für die Clusteranalyse, Ausreißerkennung und Klassifikation angewandt.
6 Datenmodelle


6.1 Anlegen von Schlüsselspalten

Bei der Anfertigung der Datenmodelle ist auf die von Apache Cassandra für die verteilte Speicherung\(^\text{17}\) und die spätere Abfrage von Datensätzen vorgesehene Verwendung der Primär-/Partitionsschlüssel und der „Clustering Columns“ zu achten. Der Partitionsschlüssel, welcher in einer Tabelle mit nur einer Schlüsselspalte identisch mit dem Primärschlüssel wäre, ist dabei zuständig für die Verteilung innerhalb des Clusters. Die so genannten „Clustering Columns“ sind Spalten die zur Sortierung und Eingrenzung von Abfragen innerhalb einer Partition verwendet werden können.

Bei der Abfrage von Daten ist immer der komplette Partitionsschlüssel anzugeben, im Falle eines aus mehreren Spalten bestehender Partitionsschlüssel wären auch alle definierte Partition Spalten notwendig. Für eine weitere Einschränkung der Abfrage können die definierten „Clustering Columns“ verwendet werden, dabei ist darauf zu achten, dass diese nur in der durch die Tabellendefinition angegebenen Reihenfolge verwendet werden können.

6.2 Chebotko Diagramm


---

\(^{17}\) Ausführliche Dokumentation bezüglich der Tabellenerstellung. (DataStax, 2015)

\(^{18}\) Onlineprofile von Artem Chebotko (Chebotko, 2014)
Aufgrund der Datenanalyse und der sich dadurch ergeben Abfragen wurde das Abbildung 4 - Chebotko Diagramm erstellt. Dieses zeigt die jeweiligen Abfragen und deutet eine Reihenfolge bei den Abfragen an, gekennzeichnet durch die gerichteten Verbindungspfeile. Dabei sei angemerkt, dass die Reihenfolge keinerlei Bezugs möglichkeit innerhalb von Apache Cassandra hat und immer einzelne Abfragen darstellt. Um eine Verbindung zwischen den jeweiligen Anfragen herzustellen muss dies innerhalb der Anwendungslogik geschehen. In diesem Fall müsste das Ergebnis aus Q1 für die weiteren Anfragen gespeichert werden.

Abbildung 4 - Chebotko Diagramm

6.2.1 Q1: Abfrage der ID unter Angabe des Namens

Für eine vereinfachte Zuordnung der Datensätze können die notwendigen IDs für die Abfrage mit einem Namen abgefragt werden. Dies kann man im späteren Verlauf durch ein beliebiges Authentifikationsverfahren ersetzen um die Daten sichern.

6.2.2 Q2/Q4: Abfrage von Ereignis 1/2 unter Angabe von ID auf Tagesbasis

Die Abfrage auf Tagesbasis ermöglicht die einfache Erstellung von Tages- und Wochenstatistiken für die Ereignisse.
6.2.3 **Q3/Q5: Abfrage von Ereignis 1/2 unter Angabe der ID auf Monatsbasis**

Die Abfrage auf Monatsbasis ermöglicht die einfache Erstellung von Monats- oder Jahresstatistiken für die Ereignisse.

6.2.4 **Q6/Q7: Abfrage von Ereignis 3/4 unter Angabe der ID**

Die Abfrage liefert alle für die jeweilige ID hinterlegten Datensätze für das entsprechende Ereignis zurück.

6.3 **Erstellung der Tabellen**

Das Chebotko Diagramm dient als Grundlage für die Erstellung der Apache Cassandra Datenbanktabellen. Hierzu wird anhand der für die Anfrage Q2 definierten Tabelle dargestellt welche Besonderheiten im Vergleich zur Erstellung von Tabellen für relationale Datenbanken beachtet werden müssen.

```sql
CREATE TABLE IF NOT EXISTS q1 ( 
    id INT,
    year INT,
    month INT,
    day INT,
    time_uuid TIME_UUID,
    content VARCHAR,
    PRIMARY KEY ((id, year, month, day), time_uuid)
);
```


Da der Partitionsschlüssel für die Verteilung innerhalb des Apache Cassandra Clusters notwendig ist, kann man bereits anhand der Tabellendefinition erkennen welche Datenmengen wahrscheinlich innerhalb einer Partition gespeichert werden.
Würde man den oben angegebenen Primärschlüssel anders definieren, dann müsste man schon von der Definition davon ausgehen, dass wesentlich mehr Datensätze für eine einzige Partition verwendet werden. In dem Beispiel würden statt den Daten für einen Tag auf einmal die Daten für einen gesamten Monat in einer Partition gespeichert.

\begin{verbatim}
PRIMARY KEY ((id, year, month), day, time_uuid)
\end{verbatim}
7 Server Architektur

Durch die Rahmenbedingungen, siehe Abschnitt 4.1, definierten Vorgaben ergibt sich schon eine relativ feste Strukturierung der zu verwendenden Server. Neben dem Apache Cassandra Cluster wird ein Webserver für die Bereitstellung der Daten verwendet.


![Abbildung 5 - Abstraktion der Server Architektur](image)

7.1 Apache Cassandra Cluster


Dabei ist ein anfänglicher Aufbau mit mindestens 3 Apache Cassandra Nodes üblich um zumindest im Ansatz die bereits erwähnten Vorzüge nutzen zu können. Hierbei ist die Einstellung der zu verwendenden Replikation ebenso wichtig wie die Entscheidung ob bei Abfragen eine höhere Gewichtung auf die Geschwindigkeit oder auf die zu erreichende Datenkonsistenz gelegt werden soll.

\(^\text{19}\) Liste aller Verfügbaren Treiber. (Planet Cassandra, 2015)
Eine Erweiterung des Apache Cassandra Clusters ist zu jeder Zeit möglich, aber sollte aufgrund der ansteigenden Datenübertragungsraten gut geplant werden um den normalen Betrieb nicht negativ zu beeinflussen.

7.1.1 Replikation


7.1.2 Abfragen


\(^{20}\) Ausführliche Erklärung der Strategien. (DataStax, 2015)
Die „Coordinator“ Node delegiert die Anfrage an die entsprechende Node innerhalb des Clusters weiter und handhabt auch im Falle eines Fehlers mögliche erneute Anfragen. Bei der Anfrage können entsprechen der gewünschten Datenkonsistenz unterschiedliche Konsistenzlevel\(^{21}\) („Consistency Levels“) mit der Anfrage definiert werden. Dabei werden entsprechend des jeweiligen Konsistenzlevel und des Replikationsfaktors der Datenbank unterschiedlich viele Nodes für die Abfrage der Daten kontaktiert. Dies wird beispielhaft an den drei am Häufigsten verwendeten Konsistenzlevel demonstriert.

### 7.1.2.1 Konsistenzlevel „All“
Bietet das höchste Maß an Datenkonsistenz aber auch das niedrigste Maß an Verfügbarkeit, da für eine erfolgreiche Abfrage alle Replikationsnodes mit genau dem gleichen Datensatz antworten müssen. Im Falle einer einzigen nicht antwortenden Node ist die Abfrage bereits fehlerhaft.

### 7.1.2.2 Konsistenzlevel „One“
Es wird nur die Antwort von einer Replikationsnode benötigt für eine erfolgreiche Anfrage. Damit hat das Konsistenzlevel „One“ das höchste Maß an Verfügbarkeit, aber auch eine hohe Wahrscheinlichkeit nicht immer auf dem aktuellen Stand zu sein.

### 7.1.2.3 Konsistenzlevel „Quorum“
Verspricht eine hohe Datenkonsistenz und Datenaktualität. Dies geschieht unter Abfrage der absoluten Mehrheit der Nodes entsprechend des Replikationsfaktors\(^{22}\). Das „Quorum“ Level bietet unter normalen Umständen das ideale Mittelmaß aus Konsistenz und Aktualität und ist wenn nicht anders definiert der Standard für alle Abfragen.

---

\(^{21}\) Auflistung der Konsistenzlevel. (DataStax, 2015)

\(^{22}\) In ganzen Zahlen berechnet sich die Mehrheit wie folgt: \((\text{Faktor}/2) + 1\)
7.1.3 Verteilung von Daten

Die Verteilung der Daten und somit die Auslastung des Clusters wird durch die Partitionierung der Datensätze bestimmt. Diese Partitionierung erfolgt unter Berücksichtigung der durch die jeweiligen Tabellen definierten Partitionsschlüssel. Bei einer überdurchschnittlichen Auslastung einzelner Nodes ist meist ein unzureichende Partitionierung und somit ein schlecht definierter Partitionsschlüssel die Ursache.

7.2 Webserver


7.2.1 Modulkopplung

Die einzelnen Module sind in sich abgeschlossene Softwareelemente, welche durch entsprechend definierten Schnittstellen in das Hauptprojekt eingebunden werden. Dabei wird für die Konfiguration auf die durch Spring\textsuperscript{23} bereitgestellten Frameworks gesetzt. Dies ermöglicht eine leichtgewichtige Einbindung von verschiedenen Modulen und Funktionalitäten.

7.2.2 REST Modul

Das REST Modul setzt auf die von Spring bereitgestellten Webserver Komponenten und liefert entsprechend der vorgenommenen Konfiguration eine JSON Antwort auf Anfragen gegen die definierten Schnittstellen.

7.2.2.1 Authentifikation

Damit eine erfolgreiche Abfrage gegen den Webserver vollführt werden kann, muss bei jeder Anfrage ein Authentifikationsmerkmal mitgesendet werden. Dies ist ein vom Server generierter und verschlüsselter Token\textsuperscript{24}. Der Token enthält die für die Abfragen der Daten bei Apache Cassandra notwendigen Parameter wie zum Beispiel die ID eines Benutzers und ein Ablaufdatum.

\textsuperscript{23} Spring. (Spring, 2015)

\textsuperscript{24} Das Verfahren ist angelehnt an die für „JavaScript Object Signing and Encryption“ (JOSE) definierten Vorgehensweisen. (JOSE Working Group, 2015)
Damit vom Webserver ein solcher Token ausgegeben wird, muss zunächst eine Authentifizierung stattfinden. Diese wird im Verlauf des Projektes durch die vereinfachte Angabe eines Namens ermöglicht und kann im Anschluss an das Projekt durch beliebige andere Authentifikationsverfahren ausgetauscht werden.

**7.2.2.2 Datenabfrage**


**7.2.3 Apache Cassandra Modul**


---

25 Dokumentation des Achilles Projektes (Doan, 2015)
8 Android App


8.1 Serverkommunikation

Um eine einheitliche Serverkommunikation bei unterschiedlichen Projekten zu gewährleisten wird ein komplett unabhängiger Serverclient entwickelt. Dieser kann mit allen vom Server gelieferten Datentypen und Rückgabewerten umgehen. Das Modul wird unabhängig von Android entwickelt und bildet eine reine Java Bibliothek, somit ist eine Verwendung unabhängig von Android möglich, dazu wird die OkHttp\textsuperscript{26} Java Bibliothek als Netzwerkbibliothek verwendet.

8.2 Statistiken


\textsuperscript{26} Dokumentation zu Okhttp. (Square, 2015)
\textsuperscript{27} Dokumentation zum Android Archive Library (AAR) Format. (Google, 2015)
8.3 Navigation

Der Hauptbestandteil der Android App wird die Darstellung der einzelnen Statistiken sein, aber um diese komfortabel anzeigen zu können muss eine einfache Navigation ermöglicht werden. Im Hinblick auf die Ausbaufähigkeit der App im Anschluss des Projektes um weitere Komponenten sollte die Navigation einfach erweiterbar sein.

9 Verwendbarkeit von Apache Cassandra

Neben der Umsetzung des Projektes waren neben den von Apache Cassandra beworbenen Aspekten Geschwindigkeit und Ausfallsicherheit auch die Wiederverwendbarkeit für weitere Projekte zu analysieren. Dazu werden für jeden Aspekt unterschiedliche Tests\(^{28}\) durchgeführt um eine aussagekräftige Bewertung abgeben zu können. Dabei werden die von Datastax geschriebenen Hinweise\(^{29}\) für die Umsetzung der Analyse beachtet.

9.1 Testumgebung

Um für die Auswertung relevante Ergebnisse zu erzielen wird eine der Produktivumgebung ähnlich konfigurierte Architektur verwendet. Dazu wird ausschließlich für die Dauer der Analyse ein weiterer Apache Cassandra Cluster gestartet der unabhängig vom Produktivsystem ist. Dies garantiert auf der einen Seite, dass die Testergebnisse nicht durch etwaige andere Abfragen belastet werden und dass Nutzer der Produktivumgebung auf der anderen Seite nicht durch eventuelle negative Auswirkungen der Tests betroffen werden.

Die für das Projekt definierte Server Architektur sieht für das Lesen und Schreiben von Daten nur jeweils einen Webserver und einen Datenverarbeitungsserver vor. Um eine Auslastung von Apache Cassandra im Bezug auf die zu untersuchenden Aspekte zu erreichen wird für den jeweiligen Test das Lesen und Schreiben von mehreren Servern simuliert.

9.2 Geschwindigkeit

Durch das systematische Ausführen verschiedener Anfragen gegen den Apache Cassandra Cluster wird durch die Anzahl der durchgeführten Operationen pro Sekunde und den Mittelwert der Verzögerung von Antworten eine ungefähre Geschwindigkeit beim Lesen und Schreiben festgestellt. Der Ablauf des Geschwindigkeitstest sieht dabei wie folgt aus:

- 50.000 Schreibzugriffe
- 50.000 Lesezugriffe
- 50.000 Schreib/Lesezugriffe

\(^{28}\) Angelehnt an das Agile Testverfahren. (Crispin & Gregory, 2008)
\(^{29}\) Hinweise für Benchmarks. (DataStax, 2014)
Dies wird zunächst von einem Server ausgeführt um einen für das Projekt relevanten Wert zu erreichen und im Anschluss daran auf fünf Server gleichzeitig um eine Auslastung des Clusters zu erreichen.

Die Auswertung, eine genau Auflistung der Ergebnisse befindet sich im Anhang, zeigt, dass die maximale Anzahl an Operationen pro Sekunde bei Verwendung eines Servers weit unter den Werten, welche bei der Verwendung von mehreren abfragenden Servern erreicht werden, liegt. Dies deutet somit auf eine Einschränkung der Geschwindigkeit durch den abfragenden Server hin. Beim Vergleich der jeweiligen Maximalwerte, siehe Abbildung 9 - Operationen pro Sekunde, erkennt man das eine Gesamtsteigerung um fast das Vierfache bei der Verwendung von mehreren abfragenden Servern ermöglicht wurde. Auf Anfragen pro Server runtergerechnet lässt sich eine Verschlechterung der jeweiligen Werte erkennen, was wiederum auf eine Auslastung des Apache Cassandra Clusters zurück zu führen wäre.

![Abbildung 9 - Operationen pro Sekunde](image)


Wenn es bei der Verwendung von Apache Cassandra zu Problemen mit der Geschwindigkeit kommt sind neben der Konfiguration des Clusters auch die Clientseite, zum Beispiel die Leistungsfähigkeit des Webservers und der Netzwerkverbindung zum Apache Cassandra Cluster, zu betrachten.

9.3 Ausfallsicherheit

Den Testergebnissen kann man generell entnehmen, dass zu keinem Moment mehr als 0.023\% Abfragen fehlgeschlagen sind. Diese Quote ist eigentlich so gering, dass man dies auf Anwendungsebene immer noch durch eine erneute Abfrage der Daten und eine Anpassung des Konsistenzlevels kompensieren könnte.

Der Vergleich einzelnen Konsistenzlevel zeigt dabei deutlich, dass es zu nicht unerheblich weniger Abfragefehler beim Level „One“ im Vergleich zum Level „Quorum“ gekommen ist. Dies könnte man darauf zurückführen, dass für eine erfolgreiche „Quorum“-Abfrage mehr Server des Apache Cassandra Clusters abgefragt werden müssen.

Für die Verwendung sollte dementsprechend darauf geachtet werden, welche Vor- und Nachteile der jeweilige Konsistenzlevel für die Ausfallsicherheit mit sich bringt, siehe Abschnitt 7.1.2 Abfragen.

### 9.4 Wiederverwendbarkeit

Aufgrund der Apache Cassandra typischen Verwendung der einzelnen Datenmodelle und des kompletten relationsfreien Aufbau ist zumindest aus der Perspektive der Datenmodelle keine direkte Wiederverwendbarkeit zu erkennen. Der Apache Cassandra Cluster wiederum kann für die Verwendung mit mehreren Projekten verwendet werden, jedoch sollten dafür aber die einzelnen Projekte jeweils darauf untersucht werden, wie viel Last diese maximal auf den Cluster ausüben würden. Dies dient dazu, dass die Summe aller maximalen Belastungen nicht zu einer negativen Entwicklung von Geschwindigkeit oder Verfügbarkeit des Apache Cassandra Clusters führen. Im Falle einer solchen wahrscheinlichen Überbelastung kann natürlich im Vorfeld bereits an der
Leistung des Apache Cassandra Clusters gearbeitet werden, indem zum Beispiel weitere Server eingebunden werden um die Auslastung auf die einzelnen Server zu verringern.

10 Qualitätssicherung

Die Qualitätssicherung teilt sich im wesentlich auf die zwei Aspekte Datenmodellierung, welche bereits bei der Erstellung der Datenmodelle durchgeführt wird, und Programmmodule, welche die Qualität der einzelnen Module gewährleistet, auf. Bei den Programmmodulen wird keine Unterscheidung zwischen den Server und den Android App Modulen gemacht, da für den überwiegenden Teil der Module auf die gleichen Teststrategien gesetzt wird.

10.1 Planung

Für eine durchgehende Absicherung der Qualität wird mit jedem im Projektplan abgeschlossenen Meilenstein die jeweiligen Qualitätssicherungen für alle vorherigen Meilensteine erneut durchgeführt. Dies garantiert das eventuelle Änderungen an zuvor abgeschlossenen Projektphasen auch weiterhin geprüft werden.

10.2 Datenmodellierung

Um zu gewährleisten, dass die Datenmodelle sich im späteren produktiven Einsatz negativ entwickeln wird neben der eigentlichen Modellierung zusätzlich auf Stresstests gesetzt um die Entwicklung der einzelnen Datenmodelle nach mehreren Tausend Schreib- und Lesezugriffe beurteilen zu können. Hierzu wird das von Apache Cassandra mitgelieferte Stress Tool\textsuperscript{30} eingesetzt.

10.2.1 Stress Test Definition

Für die einzelnen Stresstests wird jeweils eine YAML\textsuperscript{31} Datei angelegt. Die enthält Angaben zum verwendeten Keyspace und einer Definition falls der Keyspace noch nicht vorhanden ist.

\textsuperscript{30} Stress Tool Dokumentation. (DataStax, 2014)
\textsuperscript{31} YAML Dokumentation. (Ben-Kiki, Evans, & döt Net, 2009)
Ähnlich sieht es bei der Angabe der Tabelle aus, auch hier ist optional eine Definition anzugeben.

Zur Durchführung können dann für die Spalten unterschiedliche Parameter angegeben werden, somit können zum Beispiel für Schlüsselspalten vorher definierte Längen eingehalten werden oder auch die Anzahl der einzufügenden Datensätze kann so bestimmt werden.

Außerdem kann festgelegt werden wie sich INSERT Statements verhalten sollen, so kann zum Beispiel die Menge der Datensätze pro INSERT Statement beschränkt werden.
Neben der Konfiguration der Schreibvorgänge können selbstverständlich auch die Lesevorgänge konfiguriert werden um somit die später wahrscheinlichen Anfragen direkt mit zu testen.

10.2.2 Stresstest Durchführung

10.3 Programmmodule

Bei der Qualitätssicherung der einzelnen Programmmodule wird auf die Testwerkzeuge von JUnit zurückgegriffen. Die Konfiguration von JUnit wird pro Module etwas unterschiedlich durchgeführt, da sich die jeweiligen zu testenden Funktionen stark unterscheiden können. Anhand des Apache Cassandra Modules kann eine Beispielkonfiguration dargestellt werden.

Um das Apache Cassandra Modul erfolgreich testen zu können ist immer eine Verbindung zu einem Apache Cassandra Server notwendig, dies wird unter Verwendung der durch Achilles bereitgestellten Testkonfiguration gewährleistet. Somit lässt sich mit wenig Aufwand bereits die komplette Konfiguration eines Apache Servers definieren.

```java
@Rule
public AchillesResource resource = AchillesResourceBuilder
      .withEntityPackages("de.test.entities")
      .withKeyspaceName("testKeyspace")
      .truncateBeforeAndAfterTest()
      .build();
```


32 Dokumentation zu JUnit. (JUnit, 2015)
11 Perspektive

Das Projekt wurde im Hinblick auf die mögliche Erweiterbarkeit, Anpassungen und Wiederverwendbarkeit entwickelt und hat bereits während des Projektes klare Tendenzen in die jeweiligen Richtungen gezeigt.

11.1 Erweiterbarkeit

Zu einem späteren Zeitpunkt sollen neben den bisherigen Statistiken auch allgemeine Statistiken für den Vergleich zwischen den jeweiligen Benutzern möglich sein. Somit könnten sich die Benutzer gegenseitig anspornen eine jeweils bessere Statistik zu erreichen. Außerdem werden wohl in Anschluss an das Projekt verschiedene zusätzliche Statistiken modelliert werden um weitere Elemente aus den ursprünglichen Datensätzen verarbeiten zu können.

11.2 Anpassung

Bei der im Rahmen des Projektes entwickelten Android App sind im Verlauf der Abnahme durch die Benutzer noch Anmerkungen bezüglich der Navigation und Sicherheit gemacht worden.

Die Navigation ist unter anderem beim Umschalten der für die Benutzer relevanten Statistiken eine zu lange Interaktionskette bemängelt worden. Dies würde dafür sprechen, dass die erste Anpassung eine Gewichtung der einzelnen Statistiken vorsehen würde um diese dann durch andere Navigationskomponenten leichter erreichbar zu machen. Die Sicherheit wurde im Vorfeld mit den Benutzern für die erste Umsetzung des Projektes als nicht so relevant genannt. Jedoch sehen einige der Benutzer im Zusammenhang mit den nun relativ einfach einsehbaren Statistiken dies etwas anders und würden ein richtiges Authentifizierungsverfahren bevorzugen.

11.3 Wiederverwendbarkeit

Der stark modularisierten Aufbau der einzelnen Komponenten war trotz des dadurch gestiegenen Aufwands eine der wichtigsten Entscheidungen um die spätere Wiederverwendbarkeit zu garantieren. Dadurch sind die einzelnen Programmmodule, wie zum Beispiel das Apache Cassandra Module des Webservers oder die Android Komponenten für die Darstellung von Statistiken, ohne großen Aufwand in andere Projekte verwendbar.
12 Fazit


Die Darstellung der ausgewerteten Daten ist bei der erfolgreichen Abnahme durch die Benutzer positiv bewertet worden und führte bei einigen zu einem überdenken bei der Verwendung von Apps. So war vielen Anwendern vorher nicht klar in welchem Umfang Apps Information über die eigene Person preisgeben bzw. welche Rückschlüsse aus den gesammelten Daten gezogen werden können. Die Statistiken an
sich zeigen zwar nur im minimal Informationen zur Person, wie zum Beispiel an welchen Wochentagen der Benutzer die App am häufigsten verwendet, aber im Zusammenhang mit der Auswertung der GeoDaten konnte einzelnen Benutzern ganz deutlich gezeigt werden, dass ein fast lückenloser Tagesablauf dokumentiert werden kann solang die App genutzt wird.

Zusammenfassend kann bei Apps in Verbindung mit der Sammlung von Daten und im speziellen GeoDaten nur jedem aneraten werden selbst einzuschätzen, ob die gerade installierte App unbedingt zusätzliche Informationen, wie den aktuellen Standort, benötigt und ob man diese Sorte von Apps, welche ohne jene Informationen nicht funktionieren wollen, unbedingt braucht.
13 Anhang

Tabellen zur Auswertung der Geschwindigkeit

<table>
<thead>
<tr>
<th>Threads</th>
<th>Operation/Sek</th>
<th>Latenz (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4459</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>5177</td>
<td>1.5</td>
</tr>
<tr>
<td>16</td>
<td>6439</td>
<td>2.5</td>
</tr>
<tr>
<td>24</td>
<td>6933</td>
<td>3.4</td>
</tr>
<tr>
<td>36</td>
<td>7345</td>
<td>4.9</td>
</tr>
<tr>
<td>54</td>
<td>7976</td>
<td>6.8</td>
</tr>
<tr>
<td>81</td>
<td>8238</td>
<td>9.8</td>
</tr>
<tr>
<td>121</td>
<td>8267</td>
<td>14.6</td>
</tr>
<tr>
<td>181</td>
<td>8409</td>
<td>21.4</td>
</tr>
<tr>
<td>271</td>
<td>8561</td>
<td>31.4</td>
</tr>
<tr>
<td>406</td>
<td>8625</td>
<td>46.8</td>
</tr>
</tbody>
</table>

Tabelle 2 - Auswertung Schreibzugriffe von einem Server

<table>
<thead>
<tr>
<th>Threads</th>
<th>Operation/Sek</th>
<th>Latenz (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>21180</td>
<td>1.13</td>
</tr>
<tr>
<td>8</td>
<td>24591</td>
<td>1.88</td>
</tr>
<tr>
<td>16</td>
<td>30585</td>
<td>3.13</td>
</tr>
<tr>
<td>24</td>
<td>32932</td>
<td>4.59</td>
</tr>
<tr>
<td>36</td>
<td>27544</td>
<td>6.62</td>
</tr>
<tr>
<td>54</td>
<td>29910</td>
<td>10.54</td>
</tr>
<tr>
<td>81</td>
<td>30481</td>
<td>16.17</td>
</tr>
<tr>
<td>121</td>
<td>30588</td>
<td>25.55</td>
</tr>
<tr>
<td>181</td>
<td>31113</td>
<td>41.73</td>
</tr>
<tr>
<td>271</td>
<td>31676</td>
<td>61.23</td>
</tr>
<tr>
<td>406</td>
<td>31913</td>
<td>91.26</td>
</tr>
</tbody>
</table>

Tabelle 3 - Auswertung Schreibzugriffe von fünf Server

<table>
<thead>
<tr>
<th>Threads</th>
<th>Operation/Sek</th>
<th>Latenz (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3212</td>
<td>1.2</td>
</tr>
<tr>
<td>8</td>
<td>4461</td>
<td>1.8</td>
</tr>
<tr>
<td>16</td>
<td>5769</td>
<td>2.8</td>
</tr>
<tr>
<td>24</td>
<td>6099</td>
<td>3.9</td>
</tr>
<tr>
<td>36</td>
<td>5894</td>
<td>6.1</td>
</tr>
<tr>
<td>54</td>
<td>6482</td>
<td>8.3</td>
</tr>
<tr>
<td>81</td>
<td>6967</td>
<td>11.6</td>
</tr>
<tr>
<td>121</td>
<td>7026</td>
<td>17.1</td>
</tr>
<tr>
<td>181</td>
<td>7243</td>
<td>24.8</td>
</tr>
<tr>
<td>271</td>
<td>7267</td>
<td>37.7</td>
</tr>
<tr>
<td>406</td>
<td>7301</td>
<td>55.1</td>
</tr>
</tbody>
</table>

Tabelle 4 - Auswertung Lesezugriffe von einem Server
<table>
<thead>
<tr>
<th>Threads</th>
<th>Operation/Sek</th>
<th>Latenz(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>15257</td>
<td>1.50</td>
</tr>
<tr>
<td>8</td>
<td>21190</td>
<td>2.25</td>
</tr>
<tr>
<td>16</td>
<td>27403</td>
<td>3.63</td>
</tr>
<tr>
<td>24</td>
<td>28970</td>
<td>5.27</td>
</tr>
<tr>
<td>36</td>
<td>23288</td>
<td>8.22</td>
</tr>
<tr>
<td>54</td>
<td>24308</td>
<td>12.71</td>
</tr>
<tr>
<td>81</td>
<td>25778</td>
<td>19.14</td>
</tr>
<tr>
<td>121</td>
<td>26026</td>
<td>29.93</td>
</tr>
<tr>
<td>181</td>
<td>26810</td>
<td>48.95</td>
</tr>
<tr>
<td>271</td>
<td>26888</td>
<td>73.52</td>
</tr>
<tr>
<td>406</td>
<td>27014</td>
<td>112.91</td>
</tr>
</tbody>
</table>

*Tabelle 5 - Auswertung Lesezugriffe von fünf Servern*

<table>
<thead>
<tr>
<th>Threads</th>
<th>Operation/Sek</th>
<th>Latenz(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3682</td>
<td>1.10</td>
</tr>
<tr>
<td>8</td>
<td>4626</td>
<td>1.73</td>
</tr>
<tr>
<td>16</td>
<td>4883</td>
<td>2.78</td>
</tr>
<tr>
<td>24</td>
<td>5278</td>
<td>3.83</td>
</tr>
<tr>
<td>36</td>
<td>6620</td>
<td>5.78</td>
</tr>
<tr>
<td>54</td>
<td>6940</td>
<td>7.93</td>
</tr>
<tr>
<td>81</td>
<td>7298</td>
<td>11.24</td>
</tr>
<tr>
<td>121</td>
<td>7341</td>
<td>16.64</td>
</tr>
<tr>
<td>181</td>
<td>7513</td>
<td>24.26</td>
</tr>
<tr>
<td>271</td>
<td>7597</td>
<td>36.28</td>
</tr>
<tr>
<td>406</td>
<td>7644</td>
<td>53.50</td>
</tr>
</tbody>
</table>

*Tabelle 6 - Auswertung Schreib/Lesezugriffe von einem Server*

<table>
<thead>
<tr>
<th>Threads</th>
<th>Operation/Sek</th>
<th>Latenz(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>16397</td>
<td>1.31</td>
</tr>
<tr>
<td>8</td>
<td>20601</td>
<td>2.06</td>
</tr>
<tr>
<td>16</td>
<td>24645</td>
<td>3.38</td>
</tr>
<tr>
<td>24</td>
<td>25999</td>
<td>4.93</td>
</tr>
<tr>
<td>36</td>
<td>26686</td>
<td>7.43</td>
</tr>
<tr>
<td>54</td>
<td>27380</td>
<td>11.64</td>
</tr>
<tr>
<td>81</td>
<td>28411</td>
<td>17.67</td>
</tr>
<tr>
<td>121</td>
<td>28420</td>
<td>27.77</td>
</tr>
<tr>
<td>181</td>
<td>29251</td>
<td>45.38</td>
</tr>
<tr>
<td>271</td>
<td>29575</td>
<td>67.44</td>
</tr>
<tr>
<td>406</td>
<td>29610</td>
<td>102.18</td>
</tr>
</tbody>
</table>

*Tabelle 7 - Auswertung Schreib/Lesezugriffe von fünf Servern*
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